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ARTICLEINFO ABSTRACT 

'Keywords: Deep learning (DL) is one of the most promising technological developments emerging in the fourth industrial 
Deep learning (DL) revolution era for businesses to improve processes, increase efficiency, and reduce errors. Accordingly, hierar- 
Large-scale industries 
MAXC (MAXimum of Criterion) 

TODIFFA (the total differential of alternative) 
DL software selection 

chical learning software selection is one of the most critical decision-making problems in integrating neural 

network applications into business models. However, selecting appropriate reinforcement learning software for 

integrating deep learning applications into enterprises' business models takes much work for decision-makers. 

There are several reasons for this: first, practitioners' limited knowledge and experience of DL makes it diffi- 

cult for decision-makers to adapt this technology into their enterprises' business model and significantly in- 

creases complex uncertainties. Secondly, according to the authors' knowledge, no study in the literature 

addresses deep structured learning solutions with the help of MCDM approaches. Consequently, making in- 

ferences concerning criteria that should be considered in an evaluation process is impossible by considering the 

studies in the relevant literature. Considering these gaps, this study presents a novel decision-making approach 

developed by the authors. It involves the combination of two new –decision-making approaches, MAXC 

(MAXimum of Criterion) and TODIFFA (the total differential of alternative), which were developed to solve 

current decision-making problems. When the most important advantages of this model are considered, it asso- 

ciates objective and subjective approaches and eliminates some critical limitations of these methodologies. Be- 

sides, it has an easily followable algorithm without the need for advanced mathematical knowledge for 

practitioners and provides highly stable and reliable results in solving complex decision-making problems. 

Another novelty of the study is that the criteria are determined with a long-term negotiation process that is part 

of comprehensive fieldwork with specialists. When the conclusions obtained using this model are briefly 

reviewed, the C2 “Data Availability and Quality” criterion is the most influential in selecting deep learning 

software. The C7 *Time Constraints” criterion follows the most influential factor. Remarkably, prior research has 

overlooked the correlation between the performance of Deep Learning (DL) platforms and the quality and 

accessibility of data. The findings of this study underscore the necessity for DL platform developers to devise 

solutions to enable DL platforms to operate effectively, notwithstanding the availability of clean, high-quality, 

and adequate data. Finally, the robustness check carried out to test the validity of the proposed model con- 

firms the accuracy and robustness of the results obtained by implementing the suggested model. 

1. Introduction imitating human behaviours and reasoning processes so that machines, 

equipment and devices think like humans and are trained to produce the 

Artificial intelligence is associated with machine learning by most appropriate solutions to the situation and conditions. In this 
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context, the development of learning processes by imitating: human 

behaviour and intelligence is called artificial intelligence. In this 

context, McCulloch and Pitts (1943) modelled the human nervous sys- 

tem, which can be defined as the basis of Artificial Neural Networks 

(ANNs). However, due to many limitations and inadequacies, artificial 

intelligence and machine learning have not been sufficiently accepted in 

industrial applications. First, machine learning algorithms cannot learn 

by processing large-scale and complex data (Hatcher and Yu, 2018). In 

addition, due to the insufficient hardware qualities of artificial neural 

networks (ANNs), artificial intelligence applications have not become 

widespread in industries (Seker et al.. 2017). One of the leading hard- 

ware inadequacies was using Central Processing Units (CPUs) to process 

data by artificial intelligence applications. CPU applications were typi- 

cally missing (Shi et al.. 2017) because CPUs processed data excep- 

tionally slowly. At the same time, CPUs were not scaling well enough for 

learning applications to cause problems. 

To address these limitations, deep learning (DL) has led to a revo- 

lution in the field of artificial intelligence, which has resulted from 

technological developments and advances in recent years. Big Data is 

one of the most essential technological instruments enabling deep 

learning applications to develop and spread. In this context, Big Data has 

made larger-scale data required by deep learning applications acces- 

sible. In addition, Internet of Things (IoT) technologies, which make it 

possible to transfer data to Big Data platforms and generate data on a 

massive scale from connected devices, also significantly contribute to 

this process. Besides, Graphic Processing: Unit GPUs, which have 

replaced CPUs in data processing applications in recent years, can pro- 

cess data thirty times faster than previous technologies (Kabakus, 2020). 

Seker et al. (2017) claimed that computation speed has increased a 

thousandfold compared to the past decade due to the use of GPUs. 

Because GPUs enable massively parallel computing to train more 

extensive and deeper models, (Hernandez-Blanco et al., 2019) it has 

been possible to efficiently train networks with billions of parameters 

and variables (Bahrampour et al., 2016). That can be considered as one 

of the reasons why deep learning applications are successful compared 

to previous artificial intelligence applications. 

1.1. The development of deep learning technology 

Advances in Deep Learning (DL), a subset of machine learning, have 

propelled it as a leading trend in the field (Al-Bdour et al.., 2020). One of 

the reasons for this is that DL has an incomparable ability in image, 

video, and sound processing compared to past technologies. DL archi- 

tectures flexibly handle various data types (e.g., visual, audio, text) for 

processing, offering versatility. Accordingly, DL has been rapidly 

adopted by research community members and industry practitioners. 

The developments mentioned above have made professionals in various 

industries and researchers more interested in DL applications. The ad- 

vantages and capabilities of this synergy and approach created by DL 

have enabled the development of intelligent systems in many industries 

and fields. 

As a result, DL applications have been used to develop intelligent 

systems and technologies in many fields and industries. Over the last few 

years, there has been a steady growth in the demands of sectors related 

to DL applications. Today, it has become possible to frequently see DL 

applications in areas such as image, audio and video processing, 

detection, and recognition (Hatcher and Yu, 2018). In addition, the 

range of uses of DL technology is extensive. For example, DL applica- 

tions are vital in developing intelligent transportation systems and 

autonomous vehicle technology. In addition, it can provide adequate 

responses to requirements in the healthcare industry, such as making 

highly accurate diagnoses for deadly diseases, monitoring people's 

health status with wearable devices, and designing and developing 

personalized medicines considering each patient's specific circum- 

stances. Another use of DL applications is robotic systems in automotive, 

mining, and other industries. Thanks to DL, robotics will perform better 
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and perform highly complex tasks autonomously with high accuracy. In 

addition, DL applications for the finance field are becoming widespread. 

DL technologies can be used to develop intelligent systems so that 

decision-makers can make investment decisions at a more optimal level. 

In addition, DL applications have had the chance to be used in many 

areas, such as virtual reality, computer game design, prediction of 

election results, biology, and education. 

Tech giants like Google, Microsoft, Facebook, Amazon, and Apple 

invest in deep learning to leverage its potential for creating intelligent 

products, acknowledging its growing trend (Seker et al., 2017; 

Hernandez-Blanco et al., 2019). In our study, we found 19 DL software 

options designed for industrial use, a result of initiatives by tech firms 

and academic institutions in DL technology. In contrast, few DL software 

was available that were evaluated by studies in the literature. In the 

literature, DL platforms such as TensorFlow, Theano, Keras, CNTK, 

Caffe, Torch, Neon, PyTorch, DeepLearning4J, deepmat, Eblearn, 

MXNet (Shi et al., 2017; Kabakus, 2020; Pham et al., 2020) have been 

evaluated by researchers in different studies. In this context, it can be 

concluded that the DL market is constantly expanding and that the ac- 

tors producing new DL software are included. 

1.2. Challenges in choosing deep learning technology 

Choosing the DL platform that can provide the highest efficiency and 

effectiveness for industries is becoming increasingly difficult for 

decision-makers (Ulker et al.. 2020). The variety of available software 

keeps expanding, with DL platforms evolving to offer increasingly 

personalized and specialized structures and features, driving this trend. 

When the same DL algorithm is used for different industries and situa- 

tions, the results and performance of the DL application may vary (Al- 

Bdour et al., 2020). DL software optimized for drug development in 

computational biology may not perform effectively in designing colli- 

sion avoidance systems for autonomous cars due to differences in 

computational speed, perception, and control requirements. It further 

complicates the decision-making regarding DL selection. However, 

selecting the appropriate DL framework and library is critical for 

optimal performance and accuracy in any application (Rao, 2023). Each 

DL platform alternative has different features, advantages, disadvan- 

tages, and capabilities, making it more difficult for decision-makers. 

Further complicating the decision problem is the lack of evidence 

from previous studies regarding the suitability of the criteria influencing 

the choice of the DL platform. The absence of a consensus on criteria for 

DL platform selection among authors in the literature may lead to 

challenges in structuring decision-making and unreliable outputs. 

However, because of a comprehensive literature review, according to 

our observations, no study has evaluated DL platforms using multi- 

criteria decision-making approaches. It deprives industry professionals 

who want to develop intelligent systems using DL architectures of the 

support of the research community. Finally, DL algorithms and archi- 

tectures became popular and developed after 2006 (Seker et al., 2017; 

Hernandez-Blanco et al., 2019; Kaya et al., 2019; Sherkhane and Vora, 

2017). So, DL technology is exceptionally new and may have capabilities 

and features that industries have not adequately explored. In this 

respect, the limited knowledge and experience of decision-makers on DL 

applications makes the solution to this decision-making problem even 

more difficult. 

Considering these critical research gaps, we have extensively 

examined DL technologies and architectures to reduce the knowledge 

gaps of decision-makers and end users in different industries. We aim to 

offer decision-makers comprehensive details on selection criteria, 

alternative DL software, and platform performance and features for their 

evaluation processes. The study aims to propose a strong, effective, and 

robust decision-making model for evaluating and selecting DL plat- 

forms. The proposed model makes it easier for decision-makers to make 

more optimal decisions in a selection process and dramatically shortens 

the evaluation process. Apart from this, the information about the
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proposed model and its structural qualities and advantages is as follows. 

1.3. The developed solution to address the problem 

The method presented in this paper is recommended to be used as an 

objective method for determining criteria weights. We have devised 

MAXC (MAXimum of Criterion), a novel objective method, determining 

criterion weight based on the expected distance from each criterion 

value to its maximum. If we consider that the weights of the criteria 

significantly influence the final rank of alternatives, then objectivity is 

an essential part of the decision-making process. Targets of the criteria 

(max or min) have no impact on the weight calculation, which means 

that any normalization of input data can be applied. The calculation 

procedure is simple and understandable. Besides the MAXC method, we 

used the ordinal priority model linear model for subjective determining 

criteria weights. Finally, we proposed an aggregation function to fuse 

subjective and objective weights to define optimal values. 

The motivation and intuition behind the TODIFFA (TOtal DIFFer- 

ential of Alternative) method is based on calculating the change of a 

hypotenuse function, composed of cost and benefit variables, in a di- 

rection from evaluating an alternative to an optimal alternative. The 

change smaller the alternative, the better. The calculation needed for 

alternative ranking is simple and easy to understand. Comparison results 

show that the TODIFFA method highly correlates with MABAC, TOPSIS, 

WASPAS and COPRAS techniques. That indicates that the TODIFFA 

method is stable and reliable for solving multi-criteria decision-making 

problems. 

1.4. Structuring the rest of the paper 

The rest of the article is structured as follows. Section 2 presents the 

results of a comprehensive literature review. The paper concentrates on 

studies comparing and evaluating DL platforms, noting their contribu- 

tions and unaddressed gaps, diverging from technical feature analyses of 

DL technology. In addition, the parameters considered in the compari- 

son and the DL platform alternatives compared were determined. Sec- 

tion 3 shows the basic algorithm and procedure of the proposed model 

while it comprehensively shows the steps and mathematical operations 

for implementing the model. The model proposed in Section 4 is applied 

to evaluating DL platforms and selecting the most appropriate one. 

Section 5 summarizes the results obtained and discusses the practical 

implications of these results and outcomes. In Section 6, while 

concluding the study, the study's limitations and recommendations for 

future studies are noted. 

2. Literature survey 

Upon conducting a literature review to explore research about the 

utilization and integration of deep learning models and applications 

within the automotive industry, we identified 295 relevant studies. 

However, not all of these studies directly addressed the application of 

deep learning models in the automotive sector. Expanding our investi- 

gation to various industries, we discovered 57 studies related to the 

health industry, 79 on the energy sector, 54 on the logistics industry, and 

240 on the food industry. 

When the studies that focus directly on deep learning approaches in 

the automotive industry are evaluated, Werda et al. (2022) undertook an 

experimental investigation to automate dataset creation and annota- 

tions for programming robots used in welding applications within the 

automotive industry. Additionally, Luckow et al. (2016) have conducted 

several studies focusing on libraries, tools, and infrastructures, including 

GPUs and cloud computing, to explore recent advancements in this field. 

Theissler et al. (2021 ) investigated potential use cases and obstacles 

for implementing predictive maintenance in the automotive sector 

through deep learning applications. Jhung and Kim (2021) endeavoured 

to enhance driver assistance systems in challenging rainy conditions by 
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leveraging deep learning methodologies. Schmiedt et al. (2022) 

explored the enhancement of driving comfort in dual-clutch vehicles by 

applying deep-learning models. Meanwhile, Junaid et al. (2021) eval- 

uated the pedestrian detection capabilities of self-driving cars by 

employing deep learning techniques for image processing. 

Sabanović et al. (2021) examined the feasibility of employing a 

neural network-based virtual sensor to estimate the relative velocity of 

vehicles. Um et al. (2019) endeavoured to forecast the energy con- 

sumption of remotely operated welding robots using deep learning 

methodologies. Abboush et al. (2022) conducted an empirical investi- 

gation evaluating  automotive software systems for intelligent fault 

detection and classification, employing hybrid deep learning tech- 

niques. Kejun et al. (2018) deliberated on the functionalities and rami- 

fications of deep learning models for autonomous vehicles. Roh and Lee 

(2023) compared augmented reality applications utilizing deep learning 

methodologies. Chinta et al. (2023) explored optimal feature selection 

within deep learning frameworks for predictive maintenance systems in 

the automotive sector. Espinosa et al. (2021) developed an algorithm for 

detecting and recognizing sounds employing deep learning models. 

In broad terms, research regarding using deep learning: models 

within the automotive sector has predominantly concentrated on 

enhancing driving algorithms for autonomous vehicles, implementing 

image and voice recognition technologies, and refining robotics pro- 

gramming within manufacturing systems. However, there is a noticeable 

absence of studies exploring the selection of appropriate deep learning 

platforms in the existing literature, except for the investigation under- 

taken by Luckow et al. (2016), which compared various deep learning 

platforms tailored for the automotive industry. Nevertheless, the study 

by Luckow et al. (2016) did not present a formal mathematical model or 

decision support system; instead, it conducted an empirical assessment 

to evaluate the performance of these platforms. 

When the literature on the evaluation and selection of DL platforms 

was examined, non-numerical methods such as surveys, observations 

and examinations were mainly used in the preceding studies, and the 

researchers compared DL platform alternatives by considering specific 

criteria. According to the authors' information, none of these studies 

evaluated DL platforms using multi-criteria decision-making tools. One 

of the reasons for this may be that DL technologies are an extremely new 

field, and practitioners and members of the research community have 

limited knowledge of the subject. For this reason, the prior in- 

vestigations that will be considered pioneering studies have tried to 

provide an overview of DL technology and understand the subject's 

depth. More importantly, DL is an ever-expanding field undergoing 

rapid development due to the development of technology. Accordingly, 

the information and inferences about DL applications can quickly 

become outdated. That may be one of the reasons why researchers and 

authors have not proposed a comprehensive mathematical model for 

comparing DL platforms. Table 1, created to obtain information about 

the studies in the literature and to show this information, presents the 

results of a detailed examination of these studies. 

Considering the information presented in Table 1, while numerous 

studies on DL are in the literature, the number of studies evaluating DL 

platforms is surprisingly scarce. Despite a comprehensive literature re- 

view, we have only accessed ten studies dealing  with DL platform 

comparisons. However, none of these studies proposed multi-criteria 

decision-making approaches, decision support systems or an optimiza- 

tion model, and they compared DL software within the framework of 

some criteria. The most focused evaluation criteria were noted as per- 

formance and speed. The authors considered the speed of data pro- 

cessing to be a determining factor. Except for Druzhkov and Kustikova 

(2016), the number of alternatives in other studies ranges from 5 to 8. 

Coffe is a DL platform alternative that has been evaluated in every study. 

In addition, DL software alternatives such as Theano (8), TensorFlow 

(7), Torch (6), CNTK (5), Keras (5), MXNet (3), PyTorch (3), Deep- 

Learning4J (2), Pylearn (2), Cuda-convnet (2) were considered in these 

studies. The remaining alternatives were evaluated one at a time. There
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Table 1 

Detailed information on the previous studies comparing the DL software. 
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No _ Author(s)year Methodology Number of Results: Most important 

Uncertainties — Criteria - Options ~ Criteria Altematives 

1 - Hatcher& Yu(Hatcherand Yu,2018) Survey No 4 8 Secure Deep Learning _ 
2 _ AlBdouretal(Al-Bdour et al., 2020) Performance comparison | No 3 6 Running time CNTK 
3 _ Bahrampouretal (Bahrampour et al., 2016) Performance comparison | No 2 5 Gradient computation time _ Theano 
4 _Kabakus(Kabakus,2020) Experimental analysis No 3 5 Training time Keras 
5 - Druzhkov & Kustikova (Druzhkov and Kustikova, 2016) - Survey No 5 17 _ Torch 
6 - Rao(Rao,2023) Comparative analysis No 5 5 Performance TensorFlow 
7 - _Sekeretal(Sekeretal,2017) Survey No 1 6 Running time TensorFlow 
8 - Sherkhane & Vora (Sherkhane and Vora, 2017) Survey No 10 5 Performance Torch 
9 _ Shietal(Shietal, 2017) Experimental analysis No 1 5 Training speed CNTK 
10 ~ Yapici& Topalošlu (Yapici and Topaloglu, 2021) Comparative analysis No 2 7 Batch Time TensorFlow 

The studies' number (No) 

Criteria 1 2 4 5 6 7 8 9 10 Alternatives 

o C O O C O  COCOCOCOCO CO 

Acceleration and Optimization PA [} e TensorFlow 

Distributed DL in loT and CPS PA e DeepLearning4J 

Network Management and Control . 7 O [} [} [} e e e O - Theano 

Secure DL PA Options 

Running time ev o [} A e O CNIK 

Memory consumption ev o [} [} e e e e e O _ Coffee 

CPU and GPU utilization e v e A O  MXNet 

Gradient Computation Time o [} e v e O - Keras 

Supported languages [} “ Neon 

Training time o “ [-} e e e O  Torch 

Testing time ev o e PyTorch 

Autoencoder performance PA DeepLearnToolbox 

Image classification ability PA e Pylearn 

Sparse coding PA Deepnet 

Deep learning models PA Deepmat 

Performance e v A Darch 

Ease of use e v nnForge 

Documentation e v CXXNET 

Community support e v e Cuda-convnet 

Extensibility [-] A Cuda CNN 

Hardware utilization [-} A EBLearn 

Ecosystem [-} A Hebel 

Architecture of tools [-} A Crino 

Cross-Platform [-} A Lush 

(continued on next page)
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Table 1 (continued) 
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The studies' number (No) 

Criteria 1 2 3 4 6 7 8 9 10 Alternatives 

COCOCOCO O C O C O oO C O C O 

Open source e v R-CNN 

Interface o v KNET 

Modelling capability v 
Training speed v 
Batch Time v 
Epoch Time v 

C: Criteria V, O: Alternatives G). 

is no consensus in the literature on which DL tool is more straightfor- 

ward and better. TensorFlow was identified as the highest-performing 

alternative in three of the ten studies, while CNTK and Torch were 

shown as the optimal option in two studies. Theano and Keras have been 

pointed out as the best alternative in one study. 

The absence of literature evaluating the selection of deep learning 

technologies through multi-criteria decision-making approaches signif- 

icantly deprives decision-makers of support from the research commu- 

nity. Consequently, practitioners and decision-makers across various 

industries lack insights from the research community on deep learning 

platforms, adversely affecting the accuracy and optimality of their de- 

cisions. Additionally, the absence of insights may make decision-makers 

hesitate to integrate deep learning technologies into their business 

models. It underscores the importance of studies analyzing the selection 

of deep learning technologies using multi-criteria decision-making ap- 

proaches. Such research would not only provide valuable insights to 

decision-makers but also contribute to advancing knowledge in the field 

of deep learning technology integration. Therefore, there is a critical 

need for more scholarly investigations to bridge the gap between 

research and practice and facilitate informed decision-making in 

adopting deep learning technologies. 

2.1. Research and industrial practices gaps 

In this study, the most critical research gap identified as a result of 

the literature review is that there is no decision support system or 

decision-making tool in the literature that can be used to evaluate DL 

platform alternatives and select the most appropriate alternative. Re- 

searchers have generally compared alternatives by designing investi- 

gation, observation, and experimental processes. Secondly, no evidence 

has been put forward by the authors of this study on the importance and 

effects of the criteria and factors considered in the evaluation process. At 

the same time, it is not clear enough how these criteria are determined. 

Another critical research gap is that it is unclear for which industry or 

according to which these alternatives are being evaluated. As discussed 

earlier, the requirements and business models of the industries in which 

DL platforms will be used are decisive regarding the performance of 

these tools and their expectations. In the literature, researchers have 

ignored this issue. Therefore, current research cannot provide a verifi- 

able, comprehensive and up-to-date analysis of the performance, effi- 

cacy and efficiency of DL software with mathematical tools. 

When the existing research gaps on deep learning in the literature are 

evaluated in general, they may vary depending on the focus of the study, 

the purpose of the research and the relevant industry. In that regard, 

Zhang et al. (2021) pointed out the weakness of the ability to generalize 

as one of the most critical gaps in studies on deep learning. According to 

the authors, deep learning technologies often use identified and curated 

training data, omitting  how it can be generalized to real-life data. 

Therefore, using real-life data to train deep learning technologies 

represents the elimination of this critical gap. 

Another notable gap is the difficulty of training deep-learning models 

with insufficient data. Wong et al. (2016) delved into strategies for 

training  deep-learning: models with minimal data. Addressing this 

challenge could potentially enhance the performance of such models. 

Furthermore, Dean et al. (2012) identified substantial research gaps 

concerning the classification and processing of large-scale data by deep 

learning  models. They particularly underscored the significance of 

scalability and distributed learning in this context. 

Effectively managing uncertainties is crucial for integrating deep 

learning models into various industry sectors' business models. Un- 

certainties are prevalent across diverse industries. Gal and Ghahramani 

(2016) examined the capability of deep learning models to address and 

manage uncertainties. Challenges such as the prolonged training time of 

deep learning models (Parikh, 2014) and their susceptibility to sub- 

stantial security vulnerabilities (Madry et al., 2018) pose significant 

obstacles to adopting deep learning methodologies in industry business 

models. 

In addition to the technical aspects of deep learning models, there are 

significant research gaps in comparing and evaluating existing deep 

learning technologies. Do et al. (2019) underlined the lack of extensive 

research focusing on the performance and efficiency of existing deep- 

learning platforms. In addition, the platforms' ease of use and flexi- 

bility are subjects often overlooked by studies in the literature. Abadi 

et al. (2016) emphasized that user experiences are frequently not 

considered when evaluating deep learning platforms. 

Furthermore, there is a paucity of comprehensive comparisons 

among the communities of deep learning platforms. This deficiency may 

hinder our understanding of the size, efficacy, and level of support 

within deep learning communities (Paszke et al., 2019). Additionally, 

there is limited scrutiny of the documentation quality, educational 

resource richness, and impact on the learning process offered by existing 

deep learning platforms, which is essential for a more robust evaluation 

(Chen et al., 2015). The subsequent section briefly discusses the main 

objectives and motivations of the paper. 

2.2. Motivation and objectives of the work 

The primary motivation of this work is to develop and recommend a 

practical and robust decision-making tool for industry professionals 

aiming to design intelligent systems by integrating DL platforms with 

business models. In this context, the proposed model can be used as a 

roadmap for DL platform manufacturers to consider when developing 

their products while helping decision-makers in different industries to 

make more optimal decisions about the DL platform. At the same time, 

this study provides a comprehensive field study and a set of criteria 

determined by expert opinions to manage the evaluation process well 

and adequately structure the decision-making problem. In addition, 

providing an overview of DL technologies is another motivation to work
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to reduce the lack of knowledge of decision-makers in industries towards 

DL applications. In addition, in this study, we provide comprehensive 

information about current DL software alternatives and note these 

platforms' relative capabilities,  advantages and disadvantages, 

including DL software that has not been evaluated in previous studies 

and made available to new users. 

3. Mathematical model for evaluation 

3.1. Objective and subjective model for determining criteria weights 

In the following section, two models are presented to define the 

weighting coefficients of the criteria (Fig. 1). The first model represents 

a novel model based on the definition of maximum criterion values from 

the initial matrix (MAXC method). Since the MAXC method defines 

criteria weights based on predefined information in the initial matrix, 

we will treat this model as an objective methodology. 

The second model is based on defining weight coefficients based on 

the subjective preferences of decision-makers. A linear programming 

model based on the ordinal priority approach was used to process expert 

preferences. In the following part, the mentioned models are presented. 

3.1.1. MAXC objective method 

The new approach (MAXC method) is used to define the criteria 

weights objectively and is presented in the following section. 

Step 1. Creation of the decision-making matrix. The common way to 

\ Sulšec_tive criteria wei%hts _ I 
rdinal priority method 

v 

tep 1: Ranking criteria based om 

expert assessments 

Step 2: Defining the constraint? 

f the linear programming mode) 
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present the ranking of alternatives is a decision-making matrix of the 

following form: 

A/C [0 [0 C. 
target  max\V min max V min max V min 

A Xı Xız X D= \x, = lj 1 Dalaa=| L M a ”| O 
Am Xm Xm> Xmn 

The elements of the decision matrix are as follows: 

A =|Ax,A», ·::, An|-- a finite set of alternatives, where m presents the 

total number of alternatives that should be ranked. 

C =|C,,C>, ·::, Cn|- a finite set of criteria, where n is the total number 

of criteria to be used in the process of ranking. 

[XU] mxn_ an aSsessment of alternative A, with respect to j-th criterion 

target- the desired value of the criterion 

If all desired values are uniformly distributed, i.e., all criteria values 

tend to get max or min target, one of the criteria must be transformed 

into the opposite target value. The calculation of the reciprocal value of 

a selected criterion does it. Such an approach simultaneously creates a 

binomial environment, max and min space. Binomial decision-making 

space concerning targets is a precondition for applying the evaluation 

method (TODIFFA). 

Step 2. Normalization of criteria data. To define the weights of criteria 

objectively, we normalize elements of the decision matrix by the line- 

arization as follows: 

Ol}đ'ective criteria wcights — 
\ AXC objective method 

Y 
Step 1. Creation the decision- 

making matrix 

Step 2. Normalization of criteria 

data 

Step 3. Extraction the maximum 

value of each criterion 

Qz(»»&u»·r”)ž“) (”Z N HVUJAĆ tep 4. Calculation the distance 

Linear model 

"(gt _g \>08: o'e >0: goj(w, [73] )2(,„ pjoj 20; 

Žmj:l; @)/20; 117,20; 

j-ı 

Jj=l1,2,...,nm 

Subjective criteria 

weights 

Optimal wcights 

between the maximum value and 

value of each criterion 

Step 5. Calculation of the 

expected value of the distances 

for each criterion 

@tep 6. The weight of a criterioD 

Objective criteria 

weights 

Fig. 1. Methodology for determining criteria weights.
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Trij — <_ —— VJ e [1,n} (2) 
Zl 1· U 

The output of normalization is a normalized decision matrix: 

A/C G C Ca 
target  max\V min  max V min max V min 

A m n> nj 
R= ffij = |j 3 ml._„=| 4 OČ O M | O 

An Tm Tmz Tn 

Step 3. Extraction the maximum value of each criterion. In this step, we 

extract the maximum value of the j-th criterion according to the 

following equation: 

ri(max) = max(r,j||| < j < n),Vi e |1,2, :--,m} (4) 

Step 4. Calculation the distance between the maximum value and value of 

each criterion. The distance between the maximum value of the J-th cri- 

terion and the rij value of the criterion is calculated in the following way: 

dij = rij(max) — rj.i = 1,2, .. „m,vj e |1,n} (5) 
Step 5. Calculation of the expected value of the distances for each crite- 

rion. The expected value of the distances for each criterion, calculated in 

the previous step, are expressed as: 

E= „Vj e |1,n} (6) 
lev 

Step 6. The weight of a criterion. The weight of the j-th criterion is as 

follows: 

(7) 

Where 6j (j= 1,2,...,n) represents the final objective criteria weights. 

3.1.2. Ordinal priority subjective method 

The ordinal priority method is based on processing expert prefer- 

ences using linear programming. To eliminate inconsistencies in expert 

preferences, expert assessments were ranked in ascending order and 

were used to define the weighting coefficients of the criteria. In the 

following part, the ordinal priority method algorithm is presented. 

Step 1. Ranking criteria based on expert assessments. 

Let's assume that e experts participate in the research and that the 

experts' significance assessments are presented based on a predefined 

linguistic scale. We can then present expert assessments in the matrix 

-| 
ment of the jth (j = 1,2,...,n) criteria performed by the bth expert. By 

aggregating the expert assessments from the matrix [-P, we get the 

aggregated matrix [] = [fc,]„xl, where /c, represents the aggregated 

value. Based on the value of /c,, the criteria were ranked, where a higher 

value of ćc, means that the criterion has greater importance. 

Step 2. Defining the constraints of the linear programming model. As 

defined in Step 1, the criteria are ranked in descending order, from the 

most significant (best criterion) to the least significant (worst criterion). 

Then, for the two criteria Cy and Cy (1 < x,y < n), where the criterion Cx 

has greater importance than the criterion Cy, we can say that their 

weighting coefficients meet the condition that w\ _ W”>O Where r 

represents the rank of criterion C,, while r + 1 represents the rank of 

criterion Cy. Also, based on the defined settings, we can define the 

following condition: 

] v 1<b<e, where fž, represents the significance assess- 
nx 

er(w" -wr")>0 () 

where the value of g is obtained by applying expression (8): 
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ma{“} 
.= N(T (9) 

where 1 <x<n, while fc; represent the elements of the matrix (Q. 

Step 3. Defining the linear programming model for the calculation of 

weight coefficients of criteria. Based on conditions (8) and (0), we can 

define a linear model for defining the weighting coefficients of the 

criteria as follows: 

Maxd 

s.t. 
li {r+1) - @]( O_ t )23, 

ejoj">0; 
n 

Ž:mj =l; 
j-1 

goj>0; oj>0; 

(10) 

j=1,2,..,n 

where wj =(m,0,...,0n)! represents a vector of weighting co- 

efficients of criteria defined using expression (10). 

By applying the expression (10), a fusion of the objective and sub- 

jective values of the weighting coefficients of the criteria as follows: 

a-6j + (1* 
Wi = 

7 (l·z]"_lđj 
(1) 

ŽZ, ıj 

Where w, (j = 1,2,...,n) represent the aggregated values of the weighting 

coefficients used in the model to evaluate alternatives, while 6j and j 

respectively represent the objective and subjective weighting co- 

efficients. The a c |0, 1] parameter defines the influence of objective and 

subjective values (ć}· and w;j) within the final decision. 

3.2. New alternatives ranking by the total differential of alternative 

(TODIFFA) method 

Since we define the criteria weights, the next phase is related to the 

alternatives ranking. We propose the following approach based on 

calculating the TOtal DIFFerential of Alternative, and the acronym is the 

TODIFFA method. A graphical presentation of steps for the TODIFFA 

method is presented in Fig. 2. 

The following part presents the mathematical formulation of the 

steps shown in Fig. 2. 

Step 1. Weighing the normalized decision matrix. Each element of a 

decision matrix (3) is weighted by the corresponding weight. The 

outcome of the weighting process is a weighted normalized decision 

matrix as follows: 

A/C [h\ C: [0 
target  max\V min max V min max V min 

_ |_ _| A qu q qij 
|a| A> i POSIAIĆ 

Aan dmi dmz dm 

(12) 

Element qij of a matrix Q is calculated by: 

qij = Wjrij, Vi e |1,2, ·--,m},Vj c |1,2, ·--,n} (13) 

The vector of criteria weights (criteria preference vector) is defined 

as: 

W= |W,Wa,.. Ž:w, =1 (4) .wilje{
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( Evaluation of alternatives: TODIFFA method > 

( Defining a set of n criteria/subcriteria and m alternatives 

Step 1. Normalization of the elements of thce home 

decision matrix 

Step 2. Weighing the normalized decision matrix 

Step 3. Define an optimal alternative 

Step 4. Separation a cost and benefit component of an 

alternative 

Step 5. Calculation the magnitude of alternative components 

Step 6. Ranking the alternatives 

Defining the trade-off index of alternatives and initail \ 

ranking 

( Sensitivity analysis ) 

( Final decision ) 

Fig. 2. TODIFFA evaluation method. 

Vector W is defined using expression (1 ). 

Step 2. Define an optimal alternative. An optimal alternative is 

composed of the following elements: 

Pv |f o .. F| j e |1,2,-.,m) (5) 

Element f]'"” ! is defined concerning the desired goal of the j-th crite- 

rion. It is calculated in the following way: 

f= mi"(qUUG{C})
,Vie[lv 

| |max{ayl e{B}},vie |,2,=-,m} 
mj 

(6) 

Where: 

{C}- the set of cost criteria, 
{B}- the set of benefit criteria. 

Step 3. Separation a cost and benefit component of an alternative. Let c 

and b be the total number of cost and benefit criteria, respectively. 

Accordingly, an optimal alternative can be presented as the union of a 

cost criteria subset and a benefit criteria subset: 

Pot _ ppR ci+b=j (17) 

PFot = |fp popt, ... f} U f0 t fot},b+c=j (18) 

Analogically, we can separate the cost and benefit components of 
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each alternative: 

F=FUB.vVic|1,2,:-,m|,c+b=j (19) 

F = |{qqb.qdi) U|qi,qb, -,q,),Vic |1,2,.,ml,c+b=j (20) 

Step 4. Calculation of the magnitude of alternative components. The 

magnitude of extracted components equals the sum of elements that 

belong to a cost and benefit criteria subset. 

For an optimal alternative: 

M =fO LJ i ...+f9tc e {C} (21) 

M =fO i i. 1 fbe{B} (22) 

Similarly, for each alternative: 

Mi=q +q,+::: +qL,Vi e |1,2,:-,m|,c e {C} (23) 

Mi-d d += +q,Vic |1,2,..,ml,b e {B} (4) 
Step 5. Ranking the alternatives. Order of alternatives is created ac- 

cording to the total differential of the alternative function f(M-, M,). The 

total differential of the alternative function at point (Mi,M'), Vi e |1,2, 

•.«,m|, approximates the function's change with respect to changes in 

variables M, and M, arround point (Mi, M%),Vi e [1, 2, ·--,m}. 
Let A, B and C be a vertex of a right-angled triangle with the 

following coordinates: A(0,0); B(M*,0); C(0,Mi,). For simplicity, denote 

a right-angled triangle's base, height, and hypotenuse as x, y, and z 

respectively (see Fig. 3). 

The function of variables x and y is a hypotenuse of a right-angled 

triangle, and it is defined as follows and presented in Fig. 4: 

z=f(Oy) = V +y? (25) 

Let z = f(x.y) be a continuous function. Let dx and dy represent the 

changes in x and y, respectively. If partial derivatives “ and % exist, then 

the total differential of z is as follows: 

0z 0z 
dz:df:&der@dy (26) 

It is well-known that total differential at a point (x,.y;) can be viewed 

as the linear approximation of the change of function z when the vari- 

ables change by small amounts Ax and Ay. Hence, the change of func- 

tion z (denoted by Az) is approximated as Az #* dz. The total differential 

of the function z = f(x.y) = V/X? + y? equals: 

x y da = —— 4x+-===8 27 
/x2 + y? /x2 + y? 4 27 

Let Pi(xi,yi) and Popr (X„„„ y„,„) be position of the i-th alternative and 

optimal alternative, respectively. If alternative position P, is close 

enough to the optimal position P„„, then the change of the function 

values is estimated by the total differential calculated in the following 

way: 

Xi i 
dsi = —Lz——AXi+ __I — Ay.Vi c |1,2,·.-,m 28 ~I R Ty I |D2, m 08 
where Axi = Xi —Xopt, Ayi — Jopt —yi, Vi c |1,2, ·--,m|. Accordingly, the 

total differential of function z; = fi(x,,y;) is as follows: 

WIL50 

Substituting Mi, Mi, M”', and Mi” in equation (25), we get the 
following expression of the total differential of alternative function: 

(y„„fy,).weu,z„·,m] (29)
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Fig. 3. (a) A right-angled triangle with cost and benefit component; (b) a simplified right-angled triangle. 

, * 

Fig. 4. Plot of a hypotenuse function. 

M M 
dzi = — ——-—=(M; – M') -— (MP – M,), vi 

VMP+MP VMP+MP 
e |1,2,.:-,m| (30) 

Algebraically, the final equation of the total differential of the i-th 

alternative function is: 

da, – Me(M, – MP*') + M,(M* – M,) 
\/M'„2+Mf,2 

„Vi e |1,2, ·--,m| (31) 

The developed model performs alternatives ranking according to the 

ascending order of dzj. The lower the total differential, the alternative is 

better. The pseudo-code format of the new Total Differential of Alter- 

native (TODIFFA) Method is shown in Table 2. 

4. Case study: Application of the proposed mathematical model 

This study is designed to respond to the requirements of a large-scale 

vehicle manufacturer in the automotive industry, which is one of the 

largest-scale industries in Turkey. By integrating DL platforms into their 

business models, the top executives of this business aimed to create more 

intelligent systems and thus reduce disruptions and errors in business 

processes. They asked our research team for help in this regard. In our 

meeting with the company's senior executives, we defined the research 

problem. According to our preliminary information, the first and critical 

step in creating a well-functioning business intelligence by integrating 

DL architectures into the business models of the enterprise is the selec- 

tion of an effective, efficient and high-performance DL platform. How- 

ever, the research team members and the company's top managers 

lacked knowledge and experience in DL technologies. We decided to 

form a committee of experts to address this shortcoming. In ordertobea 

member of the board of experts, We have identified three essential 

criteria: (1) to have graduated from computer engineering, management 

information systems or data processing and analysis departments of 

reputable universities, (2) to have experience and comprehensive 

knowledge in areas such as deep learning, machine learning, artificial 

intelligence business analytics, and (3) to have worked as a coordinator, 

researcher or analyst in international or national projects in the relevant 

field. Considering these criteria, we thoroughly screened professional 

networks and web pages of organizations and universities and identified 

nine professionals who met these criteria. Five of these professionals 

responded positively to our invitation. Table 3 provides detailed infor- 

mation on the professionals who are members of the board of experts. 

After the expert committee members were determined, we held 

numerous meetings and interviews to evaluate and determine the al- 

ternatives. In the preliminary interviews, researchers directed partici- 

pants to create two separate lists: one delineating the factors that impact 

the choice of deep learning technologies and the other outlining the 

characteristics of proficient, streamlined, and accessible deep learning 

platforms adaptable to automotive industry business frameworks. Ex- 

perts were given a one-month timeframe to fulfil this assignment. 

Simultaneously, researchers conducted an extensive literature review to 

identify the criteria and options explored in previous studies on the same 

topic. 

Throughout this process, the researchers conducted an extensive 

literature review, documenting . the criteria and factors employed in 

studies that compared various deep learning platforms. Additionally, the 

platforms scrutinized in previous studies were also listed. 

In the next round, the lists prepared by experts and researchers were 

combined, and two lists containing criteria and alternatives were pre- 

pared. Together with the experts, the researchers considered both lists 

and evaluated them separately; the criteria and alternatives that were 

repetitive in the same expression or meaning or covered by a different 

criterion were eliminated, and both lists were updated. The lists were 

then presented to the experts, who were asked to evaluate these criteria 

and alternatives according to the linguistic assessment scale presented in



Z. Gligorić et al. Journal of King Saud University - Computer and Information Sciences 36 (2024) 102079 

Table 2 

The pseudo-code format of TODIFFA method. 

Input: Alternative criteria values x;j,i e [1,m],j e [1,n]; where m equals number of alternatives 4, 

and m equals numbeoer of criteria C 

Output: Rank of alternatives 4;,i e [1,m] 

Begin 

(1) Create a decision matrix 

X = {xijlxa 
(2) Check for concurrently existence of min and max criteria 
If min and max criteria concurrently exist Then go to (3) 
Elself only min criteria exist Then calculate 

1 . ; _ 
zač&mh—l 

Else only max criteria exist calculate 
1 P : 

Zic{i,mlj=1 Xij 

EndIf 

(3) Calculate elements of normalized decision matrix 

-,Vj e [1,n] Tij = 
ii 

(4) Define criteria welght vector 

W = [wl,wz,..,wj],j e [1,2,...,n], Zl _ıWj = 

alculate elements of weighted normalized decision matrix 5) Calcul. 1| f weighted lized d. i 

qij < wjT;j,Vi e [1,2, ...,ml,Vj e [1,2,...,n} 

efine an optimal alternative 6) Defi imal al i 

popt=|fPPt, oPt, . FPPt|,j e [1,2, ..,n 
f}”pt < min(qij|j e {C}),vi e [1,2,...,m] *for the set of cost criteria {C} = {1,2, ...,c} 

f]_ovt < max(q„· Ij e {B}),Vi e [1,2,...,m}| *for the set of benefit criteria {B} = {1,2,...,b} 

eparation a cost and benefit component of an alternative 7)S i d benefi f || i 

FoPt = [f"pt AJNA apt] [ a Opt. N |. pt] c+b=j *for an optimal alternative 

Fi = |qi,qt, ...,qc] U [ql,qz, ...,qb],Vt e [1,2,..,ml,c +b=j _*forcach alternative 

alculation of the magnitude of alternative cost and benefit components &) Calculati fth gnitude of al i d benefi p 

M? — fgpt +fupt +.+fOPLce{C} *foran optimal alternative 

Mgp[ < fwt + 2017! ++ fovt be{B} «*foran optimal alternative 

Mi = q1 + qZ ++ lIc,VL e [1,2,...,ml,c e{C} «*forcach alternative 

Mi e qi +qi + ::·- + qL,Vi e [1,2,...,ml,b e {B} *for cach alternative 

(9) Calculation of the total differential 

ME(MŽ*MŽW)+Mb(MZPthŽ,) 

ž 
Mi +M\, 

(10) Ranking thc altcrnatives 
A;,i e [1,m]| <rank the alternatives based on the ascending order of dz, values 

End 

dzi — „Vi e [1,2,...,m] _ *forcach alternative 

Table 3 

Details of the professionals of the board of experts. 

DMs Expertise Title Industry Exp. Graduate Degree 

DMI1 Data Analysis Assoc. Professor Education (University) 19 MIS Ph.D. 

DM2 Data Analysis Assist. Professor Education (University) 15 MIS Ph.D. 

DM3 Data Analysis Assist. Professor Education (University) 14 Computer Eng. Ph.D. 
DM4 Data Analysis Data analyst Telecommunications 24 Electronic Eng. Ph.D. 
DM5 Data Management IT Manager Information Technology 18 Computer Eng. Graduate 

IT: Information technology, MIS: Management Information Systems, Eng.: Engineering. 

step 1 within two weeks. Table 4 shows the criteria in the final list with an average rating falling between 1 and 4 are deemed uncritical. 

prepared in line with the literature review, the experts' opinions, and the Conversely, criteria attaining a value of 6, corresponding to the term 4.1 

experts' evaluations regarding the criteria. to medium-high, are categorized as moderate, while those with an 

As depicted in Table 4, upon conversion to net crisp values, the average value ranging from 6.1 to 9 are labelled as critical. Subse- 

medium-low term corresponds to a calculated value of 4. Hence, criteria quently, each criterion underwent individual assessment, considering, 

10
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Table 4 

The updated criteria lists and their categories. 

No - Criteria E1 E2 E3 E4 E5 F1 E2 E3 E4 E5 Av. Class Reference 

1 Acceleration and Optimization L VL L M L 3 2 3 5 3 3.2 Uncritical (Hatcher and Yu, 2018) 

2 Architecture of tools M VL M L M 5 2 5 3 5 4 Uncritical (Sherkhane and Vora, 2017) 

3 Autoencoder performance VL VL AL AL VL 2 2 1 1 2 1.6 Uncritical (Werda et al., 2022) 

4 Batch Time ML AL M ML AL 4 1 5 4 1 3 Uncritical (Ulker et al., 2020) 

5 Capability To Handle Multiple H VH VH VH H 7 8 8 8 7 7.6 Critical EO 

Inputs 
6 Community support L L L L L 3 3 3 3 3 3 Uncritical _ (Rao,2023) 
7 'Computational Resources H H H MH H 7 7 7 6 7 6.8 Critical EO 

8 CCost of Installation VH P P P VH 8 9 9 9 8 8.6 Critical EO 

9 CPU and GPU utilization AL VL AL AL L 1 2 1 1 3 1.6 Uncritical (Al-Bdour et al., 2020; Sherkhane and Vora, 

2017) 

10 'Cross-Platform M L M AL M 5 3 5 1 5 3.8 Uncritical (Sherkhane and Vora, 2017) 

11 Data Availability and Quality P P P P VH 9 9 9 9 8 8.8 Critical EO 

12 Deep learning models VL VL VL VL L 2 2 2 2 3 2.2 Uncritical (Werda et al., 2022) 

13 Distributed DL in IoT and CPS L VL L ML L 3 2 3 4 3 3 Uncritical (Hatcher and Yu, 2018) 

14 Documentation L L L VL L 3 3 3 2 3 2.8 Uncritical (Rao, 2023) 

15 Domain Knowledge H H VH VH H 7 7 8 8 7 7.4 Critical EO 

16 Ease of use L VL L VL L 3 2 3 2 3 2.6 Uncritical (Rao, 2023) 

17 Ecosystem M L M VL M 5 3 5 2 5 4 Uncritical (Sherkhane and Vora, 2017) 

18 Epoch Time L L VL L AL 3 3 2 3 1 2.4 Uncritical (Ulker et al., 2020) 

19 Explainability VH VH VH VH VH 8 8 8 8 8 8 Critical EO 

20 Extensibility M L L L L 5 3 3 3 3 3.4 Uncritical (Sherkhane and Vora, 2017) 

21 GPU size (memory) H H VH H H 7 7 8 7 7 7.2 Critical EO 

22 Gradient Computation Time AL VL AL AL AL 1 2 1 1 1 1.2 Uncritical (Bahrampour et al., 2016; Werda et al., 

2022) 

23 Hardware utilization M L L L M 5 3 3 3 5 3.8 Uncritical (Sherkhane and Vora, 2017) 

24 Image classification ability VL VL AL VL VL 2 2 1 2 2 1.8 Uncritical (Werda et al., 2022) 

25 Interface M ML M ML M 5 4 5 4 5 4.6 Moderate (Sherkhane and Vora, 2017) 

26 Memory consumption AL VL L AL L 1 2 3 1 3 2 Uncritical (Al-Bdour et al., 2020) 

27 Modelling capability ML ML M ML M 4 4 5 4 5 4.4 Moderate (Sherkhane and Vora, 2017) 

28 Network Management and. L VL L M L 3 2 3 5 3 3.2 Uncritical (Hatcher and Yu, 2018) 

Control 

29 Open source M M M ML M 5 5 5 4 5 4.8 Moderate (Sherkhane and Vora, 2017) 

30 Performance L VL VL VL L 3 2 2 2 3 2.4 Uncritical (Rao, 2023; Sherkhane and Vora, 2017) 

31 Problem Type VH P VH P VH 8 9 8 9 8 8.4 Critical EO 

32 RAM size (memory) VH VH VH P VH 8 8 8 9 8 8.2 Critical EO 

33 Running time AL VL L AL L 1 2 3 1 3 2 Uncritical (Seker et al., 2017; Al-Bdour et al., 2020) 

34 Scalability H H H H H 7 7 7 7 7 7 Critical EO 

35 Secure DL AL VL L M L 1 2 3 5 3 2.8 Uncritical (Hatcher and Yu, 2018) 

36 Sparse coding VL VL VL VL VL 2 2 2 2 2 2 Uncritical (Werda et al., 2022) 

37 Storage size MH H H MH H 6 7 7 6 7 6.6 Critical EO 

38 - Supported languages AL AL AL A AL 1 1 1 1 1 1 Uncritical — (Kabakus,2020) 
39 Testing time AL VL AL AL VL 1 2 1 1 2 1.4 Uncritical (Kabakus, 2020) 

40 Time Constraints P P P P VH 9 9 9 9 8 8.8 Critical EO 

41 Training speed ML ML M ML AL 4 4 5 4 1 3.6 Uncritical (Shi et al., 2017) 

42 Training time AL VL AL AL AL 1 2 1 1 1 1.2 Uncritical (Kabakus, 2020) 

the assigned classification. Ultimately, through unanimous consensus 

among the experts, only the criteria falling within the critical classifi- 

cation were retained for inclusion in the study scope, while others were 

excluded. Table 5 outlines the effective criteria for evaluating deep 

learning platforms alongside their respective definitions. 

Afterwards, experts similarly evaluated all existing. deep-learning 

platforms. In this context, the researchers identified 37 different deep- 

learning platforms with the help of experts. Table 6 shows the identi- 

fied deep learning platforms and the experts' evaluations. At the same 

time, according to experts' assessments, the categories in which the al- 

ternatives are classified are shown. 

Table 7 shows the alternatives identified and their definitions. Ac- 

cording to the experts' suggestion, only the options are in the critical 

categorization, and others have been eliminated. 

After determining the criteria and alternatives, we collected data for 

data analysis. Next, we passed the computational implementation to 

identify the relative significance of the criteria and preference ratings of 

the DL platform options. The mathematical model presented in this 

paper is implemented through two phases. In the first phase, it is 

necessary to calculate the weighting coefficients of the criteria using 

objective and subjective methods for determining the weighting co- 

efficients. After defining the aggregate weight coefficients of the criteria, 

the evaluation of alternatives using the TODIFFA method was presented 

11 

in the second phase. In the following part, the application of the MCOMD 

model is presented. 

4.1. Determining the weights of the criteria 

4.1.1. MAXC method: Application of an objective approach for determining 

weighting coefficients of criteria 

The following section shows the application of the MAXC method as 

follows: 

Step 1: 

Five experts participated in the research. The experts evaluated the 

alternatives using a nine-level scale: 1 – Absolutely Low (AL), 2 – Very 

Low (VL), 3 – Low (L), 4 – Medium Low (ML), 5 – Medium (M), 6 — 

Medium High (MH), 7 – High (H), 8 – Very High (VH), 9 – Perfect (P). 

Expert assessments of alternatives are presented in Table Al (Appendix). 

Arithmetic averaging defined the aggregated matrix (1) presented in 

Table 8. 

Step 2: 

Applying linear normalization by equation (2), we get a normalized 

decision matrix, and it is presented in Table 9. 

Step 3: 

According to expression (4), we extract the maximum value of each 

criterion. Table 10 shows the extracted values.
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Table 5 

Detailed information on the criteria parameters used in the current work. 

No Criteria Descriptions Direction 

cı Problem type The ability of tools for description of the problem as classification, regression, or clustering Max 
cC2 Data Availability and Quality DL tools must manage data size, structure, handle missing values, and outliers. Max 
c3 Computational resources It refers to being computationally efficient and not requiring excessive resources. Max 
c4 Explainability Being able to explain its predictions intelligibly Max 
[e] Scalability DL tools must scale to manage large datasets and adapt to diverse data distributions. Max 
c6 Capability to handle multiple inputs DL tools must scale to handle various inputs: numerical, categorical, and images. Max 
[yA Time constraints DL tools should predict promptly when rapid responses are needed. Min 
c8 Domain knowledge Being compatible with domain knowledge. Max 
c9 Cost of Installation Acquisition costs of DL tools for a company Min 
C10 GPU size (memory) TThe capacity of GPU concerning data processing. Max 
[k] Storage size Storage size is the data storage capacity of a DL platform. Max 
C12 RAM size (memory) In DL, analysts handle large datasets exceeding CPU cache capacity. Max 

According to expression (4), the maximum value of criterion C1 is 

defined as follows: 

Mean absolute error (MAE) and Pearson correlation coefficient 

(PCC) are used as indicators of the efficiency of the new MAXC method. 

rı = max(0.05581, 0.04676, 0.05279, 0.05279, 0.04827, ···, 0.06033,0.05732, 0.05430) = 0.06033 

Step 4: 

The distance between the maximum value of each criterion and x,j 

value of the criterion is calculated by expression (5). A matrix of dis- 

tances is presented in Table 11. 

Based on expression (5), the distance of A1C1 from r, equals: 

du =rı — n = 0.06033 – 0.05581 = 0.00452 

Step 5: 

Applying expression (6), we calculate the expected value of the 

distances for each criterion, and the results are shown in Table 12. 

Based on expression (6), expected value of distances for criterion C1 

is calculated as follows: 

E, — 0.00452 + 0.01357 + 0.00754 + 0.00754 + 0.01207 + ··· + 0.0000 + 0.00302 + 0.00603 

These two indicators are presented in Table 15. 

The maximum value of absolute error is 0.03131 (MAXC versus 

Entropy), and the minimum value is 0.00267 (MAXC versus St.Dev.), 

while the average value is 0.01448. All values show that the MAXC 

method is very efficient. We can draw the same conclusion even if we 

use only the maximum value. According to the value of PCC, 

r= 0.90222, the relationship between MAXC and the St.Dev. method is 

considered to have a high positive correlation. PCC of 0.80276 between 

MAXC and Entropy method also shows a high positive correlation. The 

average value of 0.89749 belongs to a high positive correlation as well. 

Hence, this indicator also shows that MAXC is very efficient. Finally, 

both indicators show that the new MAXC method can define criteria 

weights objectively and efficiently. 

= 0.00770 
j| 19 

Step 6: 

Expression (7) was used to define the weight of each criterion, and 

the obtained weights are presented in Table 13. 

Objective weight for criterion C1 equals: 

0.00770 
Wı 

4.1.2. Ordinal priority method: Application of a subjective approach to 

determine the weighting coefficients of the criteria 

In the following section, the application of the ordinal priority 

method for determining the weight coefficients of the criteria is 

presented: 

= 0.08131 

The efficiency of the developed objective MAXC method for criteria 

weights calculation is estimated by comparison with the Standard De- 

viation and Entropy methods (Gorciin, 2020). Values of criteria weights 

of these three methods are presented in Table 14 and Fig. 5. 

The graphic representation of the weighting coefficients of the 

criteria from Table 14 is presented in Fig. 5. 

— 0.00770 + 0.01316 + 0.00844 + 0.00807 + ·.· + 0.00725 + 0.01168 + 0.00725 

12 

Step 1: 

Five experts evaluated the criteria. The experts assessed the signifi- 

cance using the same nine-point scale to evaluate the alternatives. 

Expert assessments are presented in Table A2 (Appendix). Aggregation 

of expert assessments from Table A2 defined the rank of criteria 

C2>C7> C1 > C12 > C4 > C6 > C8 > C10 >C5>C3>C11 > C9. 

Step 2:
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Table 6 

The updated criteria lists and their categories. 

No - Criteria E1 E2 E3 E4 E5 [:3] E2 E3 E4 E5 Av. Class Reference 

1 AWS Deep Learning VH H P VH H 8 7 9 8 7 7.8 Critical EO 

AMIs 

2 Bitnami Pytorch MH M VH M P 6 5 8 5 9 6.6 Critical EO 

3 Chainer MH M H ML P 6 5 7 4 9 6.2 Critical EO 

4 Clarifai H MH VH H H 7 6 8 7 7 7 Critical EO 

5 CNTK P VH P P P 9 8 9 9 9 8.8 — Critical (Hatcher and Yu, 2018; Shi et al., 2017; Kabakus, 2020; 
Al-Bdour et al., 2020; Luckow et al., 2016) 

6 Coffee MH MH VH M P 6 6 8 5 9 6.8 — Critical (Hatcher and Yu, 2018; Seker et al., 2017; Shi et al., 
2017; Kabakus, 2020; Dong et al., 2023; Rao, 2023; 
Sherkhane and Vora, 2017; Werda et al., 2022; Luckow 
et al., 2016) 

7 Crino AL VL AL AL AL 1 2 1 1 1 1.2 Uncritical (Werda et al., 2022) 

8 Cuda CNN VL VL VL VL AL 2 2 2 2 1 1.8 Uncritical (Werda et al., 2022) 

9 Cuda-convnet L VL L VL L 3 2 3 2 3 2.6 Uncritical (Sherkhane and Vora, 2017; Werda et al., 2022) 

10 CXXNET VL VL L VL VL 2 2 3 2 2 2.2 Uncritical (Werda et al., 2022) 

11 Darch AL L ML L VL 1 3 4 3 2 2.6 Uncritical (Werda et al., 2022) 

12 DeepLearning4J VL L ML L AL 2 3 4 3 1 2.6 Uncritical (Hatcher and Yu, 2018; Seker et al., 2017) 

13 DeepLearnToolbox VL VL VL VL VL 2 2 2 2 2 2 Uncritical (Werda et al., 2022) 

14 Deepmat VL AL L ML VL 2 1 3 4 2 2.4 Uncritical (Werda et al., 2022) 

15 Deepnet VL L L ML VL 2 3 3 4 2 2.8 Uncritical (Werda et al., 2022) 

16 DeepPy M H H ML VH 5 7 7 4 8 6.2 Moderate EO 

17 EBLearn AL VL AL VL AL 1 2 1 2 1 1.4 Uncritical EO 

18 (Google Cloud Deep H H VH H H 7 7 8 7 7 7.2 Critical (Werda et al., 2022) 

Learning Con. 
19 Hebel L VL L L L 3 2 3 3 3 2.8 Uncritical (Werda et al., 2022) 

20 Keras H H VH VH H 7 7 8 8 7 7.4 Critical (Hatcher and Yu, 2018; Bahrampour et al., 2016; 

Kabakus, 2020; Rao, 2023; Luckow et al., 2016) 
21 Knet P H P P H 9 7 9 9 7 8.2 Critical (Seker et al., 2017) 

22 Lush VL L L L AL 2 3 3 3 1 2.4 Uncritical (Werda et al., 2022) 

23 Microsoft Cognitive MH MH VH H MH 6 6 8 7 6 6.6 Critical EO 

Toolkit 

24 MXNet L AL ML L L 3 1 4 3 3 2.8 Uncritical (Hatcher and Yu, 2018; Rao, 2023; Luckow et al., 2016) 

25 Neon P H P VH H 9 7 9 8 7 8 Critical (Al-Bdour et al., 2020) 

26 Neuroph P M H ML P 9 5 7 4 9 6 Critical EO 

27 Neuton AutoML VH H VH VH H 8 7 8 8 7 7.6 Critical EO 

28 nnForge L VL L VL VL 3 2 3 2 2 2.4 Uncritical (Werda et al., 2022) 

29 NVIDIA Deep Learning MH M H M P 6 5 7 5 9 6.4 Critical EO 

30 Options VL VL AL VL AL 2 2 1 2 1 1.6 Uncritical (Hatcher and Yu, 2018) 

31 Pylearn AL AL ML L L 1 1 4 3 3 2.4 Uncritical (Sherkhane and Vora, 2017; Werda et al., 2022) 

32 PyTorch AL AL ML L VL 1 1 4 3 2 2.2 Uncritical (Kabakus, 2020; Bahrampour et al., 2016; Rao, 2023) 

33 R-CNN AL AL AL AL AL 1 1 1 1 1 1 Uncritical (Werda et al., 2022) 

34 Swift AI H MH VH H MH 7 6 8 7 6 6.8 Critical EO 

35 - TensorFlow P P P P P 9 9 9 9 9 9 Critical (Hatcher and Yu, 2018; Seker et al., 2017; Shi et al., 
2017; Dong et al., 2023; Rao, 2023; Luckow et al., 
2016) 

36 · Theano P VH P P H 9 8 9 9 7 8.4 — Critical (Hatcher and Yu, 2018; Seker et al., 2017; Kabakus, 
2020; Dong et al., 2023; Sherkhane and Vora, 2017; 
Werda et al., 2022; Luckow et al., 2016) 

37 - Torch P VH P P VH 9O 8 9 9 8 /<· 86  Criia (Seker et al., 2017; Shi et al., 2017; Kabakus, 2020; Rao, 
2023; Sherkhane and Vora, 2017; Luckow et al., 2016) 

13
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Table 7 

Detailed information on the DL software assessed in the current study. 

No Alternatives Descriptions 

Al Google Cloud Deep Learning Containers Google Cloud Deep Learning Containers is a Google Cloud Platform (GCP) DL platform. 
A2 Microsoft Cognitive Toolkit It is a deep-learning framework developed by Microsoft. 
A3 Neuton AutoML Neuton: No-code Tiny AutoML platform with patented Neural Network Framework. 
A4 Knet Knet is Koc University's deep learning framework, implemented in Julia. 
A5 NVIDIA Deep Learning NVIDIA A! Platform: DL tool for AL app development with GPU-accelerated frameworks. 
A6 Swift AI Swift Al: High-performance DL tool in Swift, supporting Apple platforms. 
A7 Theano TTheano is an open-source DL platform developed at the MILA lab at the University of Montreal. 
A8 Chainer Chainer: Open-source DL framework in Python with NumPy and CuPy. 
AO Clarifai Clarifai: Leading Generative Al and NLP for unstructured data modeling. 

A10 Coffee Caffe: DL tool by Berkeley AI Research (BAIR) for image classification. 
A1l1 DeepPy DeepPy is a Pythonic deep learning framework built on top of NumPy 
A12 Bitnami Pytorch PyTorch is a popular deep-learning framework developed by Facebook's AI research team in 2016. 
A13 Neon Neon: Multi-device system research framework by Autodesk Research. 
A1l4 Neuroph Neuroph: Java neural network framework supporting common architectures and learning rules. 
A15 Torch Torch: Scientific computing framework with ML algorithm components. 
A16 AWS Deep Learning AMIs AWS DLAMI: Unique Amazon option for cloud-based deep learning. 
A17 CNTK CNTK is an open-source DL framework developed by Microsoft Research. 
A18 TensorFlow TensorElow is an open-source DL tool developed by the Google Brain Team. 
A19 Keras Keras: High-level DL framework with intuitive model building and training. 

Standardized expert assessments were defined using the expression 

(9) used within the model (10). Standardized expert assessments (SEA) 

are shown in Table 16. 

Step 3: 

SEA values from Table 16 were used to define constraints in the 

model (10). The linear model for defining the subjective weight co- 

efficients of the criteria is presented as follows: 

Maxd 

S.t. 

0.390·(m>o — oz)>0; 

0.400·(mz — mi)>0; 

0.410·(mi — mi2)>0; 

0.410·(mi> — m4)>0; 

0.432·(ma — 06)>0; 

0.842·(m — 0o0)Ž0; 

1.000·:mo>0; 
n 

Ž:mj =l; 
j=1 

oj>0;j= 1,2,..,.n 

Subjective values of weight coefficients were obtained by solving a 

linear model using Lingo 17.0 software, Table 17. 

To evaluate the efficiency of the applied subjective weighting 

method (Ordinal priority method) as well as the proposed model's 

effectiveness, a comparative analysis with RANCOM method (Wicck- 

owski et al., 2023; Shekhovtsov and Dobryakova, 2023) is presented in 

Table 18 and graphically illustrated in Fig. 6. 

Pearson correlation coefficient (PCC) is used as indicator of the ef- 

ficiency of the applied Ordinal priority method. PCC of 0.99585 between 

Ordinal priority and RANCOM method indicates on extremely positive 

correlation. According to obtained PCC value, it can be concluded that 

the Ordinal priority method is absolutely acceptable for defining the 

weights of criteria. 

By applying expression (11), objective and subjective weighting 

coefficients from Tables 13 and 17 were merged. The final aggregated 

values of weighting coefficients are shown in Table 19 and Fig. 7. 

The final values of the weighting coefficients from Fig. 7 were ob- 

tained for the value of the parameter a = 0.5. By adopting the value 

o =0.5, the equal influence of subjective and objective weight co- 

efficients in the final decision was simulated. As part of the sensitivity 

analysis, the influence of the parameter a on the change of the final 

weighting coefficients and the final decision was analyzed in detail. 

Table 8 

Aggregated decision matrix. 

A-C cIı c2 c3 c4 c5 ce kA c8 c CIO cl cC12 

target max max max max max max min max min max max max 

Al 7.4 6.2 7.6 6.6 6.2 7.2 7.2 6.2 6.6 6.6 6.6 7.2 

A2 6.2 6.2 7 6.2 6.2 7 7.2 6.2 6.6 6.2 6.2 7.2 

A3 7 7 6.2 7 7 6.2 7 7 6.6 7 7 6.2 

A4 7 7 7 7 7 7 7 7 7 7 7 7 

A5 6.4 6 6.4 6.4 6 6.4 7.4 6 6.8 7 6.2 7 

A6 6.2 7 6 6.2 7 6 7.2 7 7.2 6.6 7 6.2 

A7 8 6.4 7 7.8 6.4 7 7.4 6.6 7 8 7 7 

A8 6.2 6 6.4 6.2 6 6.4 7.2 6 6.8 6.2 6 7 

A9 7 6.2 7 6.8 6.2 7 7.4 6.2 7 7 6.6 7 

A10 7 6.2 6 7 6.2 6 7 6.2 7.2 7 6.6 6.2 

All 6.4 5.4 6 6.4 5.4 6 7.4 5.4 7.2 7 5.6 6 

A12 7 5.4 7 7 5.4 7 7 6 7 7 6 7 

A13 7 6.2 8 7 6.2 8 7 6.2 6.8 7.2 6.2 8 

A14 7 5.2 6.4 7 5.2 6.4 7 5.2 6.8 7.2 5.2 7 

A15 7 7 8 7 7 8 7 7 6.8 7 7 8 

A16 7 7 6.2 7 7 6.2 7 7 7 7.2 7 6.2 

A17 8 7 8 8 7 8 7 7 6.8 8 7.2 8 

A18 7.6 8 7.6 8 7.6 8 7 7.4 6.8 7.2 8 8 

A19 7.2 6.2 7.2 7.2 6 7.2 7.2 6.4 6.4 7.2 6 7.4 

14
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Table 9 

Normalized decision matrix. 

A-C cCIı c2 c3 c c5 ce < c8 c CIO cIl cC12 

target max max max max max max min max min max max max 

Al 0.05581 0.05099 0.05802 0.05008 0.05124 0.05496 0.05310 0.05082 0.05061 0.04940 0.05305 0.05389 

A2 0.04676 0.05099 0.05344 0.04704 0.05124 0.05344 0.05310 0.05082 0.05061 0.04641 0.04984 0.05389 

A3 0.05279 0.05757 0.04733 0.05311 0.05785 0.04733 0.05162 0.05738 0.05061 0.05240 0.05627 0.04641 

A4 0.05279 0.05757 0.05344 0.05311 0.05785 0.05344 0.05162 0.05738 0.05368 0.05240 0.05627 0.05240 

A5 0.04827 0.04934 0.04885 0.04856 0.04959 0.04885 0.05457 0.04918 0.05215 0.05240 0.04984 0.05240 

A6 0.04676 0.05757 0.04580 0.04704 0.05785 0.04580 0.05310 0.05738 0.05521 0.04940 0.05627 0.04641 

A7 0.06033 0.05263 0.05344 0.05918 0.05289 0.05344 0.05457 0.05410 0.05368 0.05988 0.05627 0.05240 

A8 0.04676 0.04934 0.04885 0.04704 0.04959 0.04885 0.05310 0.04918 0.05215 0.04641 0.04823 0.05240 

A9 0.05279 0.05099 0.05344 0.05159 0.05124 0.05344 0.05457 0.05082 0.05368 0.05240 0.05305 0.05240 

A10 0.05279 0.05099 0.04580 0.05311 0.05124 0.04580 0.05162 0.05082 0.05521 0.05240 0.05305 0.04641 

All 0.04827 0.04441 0.04580 0.04856 0.04463 0.04580 0.05457 0.04426 0.05521 0.05240 0.04502 0.04491 

A12 0.05279 0.04441 0.05344 0.05311 0.04463 0.05344 0.05162 0.04918 0.05368 0.05240 0.04823 0.05240 

A13 0.05279 0.05099 0.06107 0.05311 0.05124 0.06107 0.05162 0.05082 0.05215 0.05389 0.04984 0.05988 

A14 0.05279 0.04276 0.04885 0.05311 0.04298 0.04885 0.05162 0.04262 0.05215 0.05389 0.04180 0.05240 

A15 0.05279 0.05757 0.06107 0.05311 0.05785 0.06107 0.05162 0.05738 0.05215 0.05240 0.05627 0.05988 

A16 0.05279 0.05757 0.04733 0.05311 0.05785 0.04733 0.05162 0.05738 0.05368 0.05389 0.05627 0.04641 

A17 0.06033 0.05757 0.06107 0.06070 0.05785 0.06107 0.05162 0.05738 0.05215 0.05988 0.05788 0.05988 

A18 0.05732 0.06579 0.05802 0.06070 0.06281 0.06107 0.05162 0.06066 0.05215 0.05389 0.06431 0.05988 
A19 0.05430 0.05099 0.05496 0.05463 0.04959 0.05496 0.05310 0.05246 0.04908 0.05389 0.04823 0.05539 

Table 10 

Maximum values of criteria. 

Criterion c1 c2 c3 c c5 ce kA c8 c C1O0 cl cC12 

max 0.06033 0.06579 0.06107 0.06070 0.06281 0.06107 0.05457 0.06066 0.05521 0.05988 0.06431 0.05988 

Table 11 

Distances from the maximum value of each criterion. 

A-C cı cC2 c3 c4 c5 ce < c8 c cCIO cl cC12 

Al 0.00452 0.01480 0.00305 0.01062 0.01157 0.00611 0.00147 0.00984. 0.00460 0.01048 0.01125 0.00599 

A2 0.01357 0.01480 0.00763 0.01366 0.01157 0.00763 0.00147 0.00984. 0.00460 0.01347 0.01447 0.00599 

A3 0.00754 0.00822 0.01374 0.00759 0.00496. 0.01374 0.00295. 0.00328 0.00460 0.00749 0.00804. 0.01347 

A4 0.00754 0.00822 0.00763 0.00759 0.00496. 0.00763 0.00295. 0.00328 0.00153 0.00749 0.00804. 0.00749 

A5 0.01207 0.01645 0.01221 0.01214 0.01322. 0.01221 0.00000 0.01148 0.00307. 0.00749 0.01447 0.00749 

A6 0.01357 0.00822 0.01527 0.01366 0.00496. 0.01527 0.00147 0.00328 0.00000 0.01048 0.00804. 0.01347 

A7 0.00000 0.01316 0.00763 0.00152 0.00992. 0.00763 0.00000 0.00656. 0.00153 0.00000 0.00804. 0.00749 

A8 0.01357 0.01645 0.01221 0.01366 0.01322. 0.01221 0.00147 0.01148 0.00307. 0.01347 0.01608 0.00749 

A9 0.00754 0.01480 0.00763 0.00910 0.01157 0.00763 0.00000 0.00984. 0.00153 0.00749 0.01125 0.00749 

A10 0.00754 0.01480 0.01527 0.00759 0.01157 0.01527 0.00295. 0.00984. 0.00000 0.00749 0.01125 0.01347 

All 0.01207 0.02138 0.01527 0.01214 0.01818 0.01527 0.00000 0.01639 0.00000 0.00749 0.01929 0.01497. 

A12 0.00754 0.02138 0.00763 0.00759 0.01818 0.00763 0.00295 0.01148 0.00153 0.00749 0.01608 0.00749 

A13 0.00754 0.01480 0.00000 0.00759 0.01157 0.00000 0.00295 0.00984. 0.00307 0.00599 0.01447 0.00000 

A14 0.00754 0.02303 0.01221 0.00759 0.01983 0.01221 0.00295 0.01803 0.00307 0.00599 0.02251 0.00749 

A15 0.00754 0.00822. 0.00000 0.00759 0.00496 0.00000 0.00295 0.00328 0.00307 0.00749 0.00804 0.00000 

A16 0.00754 0.00822. 0.01374 0.00759 0.00496 0.01374 0.00295 0.00328 0.00153 0.00599 0.00804 0.01347 

A17 0.00000 0.00822. 0.00000 0.00000 0.00496 0.00000 0.00295 0.00328 0.00307 0.00000 0.00643 0.00000 

A18 0.00302. 0.00000 0.00305 0.00000 0.00000 0.00000 0.00295 0.00000 0.00307 0.00599 0.00000 0.00000 

A19 0.00603 0.01480 0.00611 0.00607 0.01322. 0.00611 0.00147 0.00820 0.00613 0.00599 0.01608 0.00449 

Table 12 

Expected values of distances. 

A-C cı c2 c3 c c5 co 7 c8 co C10 cl cC12 

Ej 0.00770 0.01316 0.00844. 0.00807. 0.01018 0.00844 0.00194 0.00802. 0.00258 0.00725 0.01168 0.00725 

Table 13 

Objective criteria weights. 

A-C cı c2 c3 c c5 co 7 c8 co C10 cl cC12 

Wj 0.08131 0.13894 0.08909 0.08518 0.10748 0.08909 0.02049 0.08473 0.02728 0.07654 0.12331 0.07654 lj 
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Table 14 

Criteria weights obtained by three methods. 

Method c1 c2 c3 c4 c5 co < c8 c cCIO cIl cC12 

MAXC 0.08131 0.13894 0.08909 0.08518 0.10748 0.08909 0.02049 0.08473 0.02728 0.07654 0.12331 0.07654 

St.Dev. 0.07853 0.11098 0.10413 0.08090 0.10481 0.10598 0.02345 0.09410 0.03295 0.06651 0.10225 0.09541 

Entropy 0.06645 0.13270 0.11658 0.07002 0.11941 0.12040 0.00592 0.09693 0.01177 0.04764 0.11361 0.09857. 

St.Dev. – Standard Deviation. 

0.16000 Preference of criteria significantly influences the rank of alternatives, 
0.14000 so it is necessary to weigh the normalized decision matrix. Weighing the 
0.12000 normalized decision matrix is performed according to equation (13), 

Fi 010000 and outcomes are shown in Table 20. 
: S-Zzggg Based on expression (153), we get the weighted normalized element 

A1C1 as follows: 
0.04000 
0.02000 qu = 0.11017 • 0.05581 = 0.00615 

_ 1 2 88 4 5 6 7 8B 9 0 M 4 Step 2: 
criterion An optimal alternative is created in accordance with the desired 

targets, and the application of expression (16) enables it. The values of 

an optimal alternative concerning a given set of criteria and targets are 

presented in Table 21. 

Based on expression (16), we can define the optimal alternative for 

criterion C1. Since the desired value of criterion C1 is maximum, then 

Table 15 the value of an optimal alternative concerning C1 is as follows: 

Efficiency indicators. 

—38Dw. ——MAXC ——Ehtropy 

Fig. 5. Weights of criteria obtained by St.Dev., Entropy and MAXC methods. 

Comparison Indicator 

MAE PCC 

MAXC and St.Dev. 0.01147 0.90222 g'šggg 
MAXC and Entropy 0.01749 0.89276 0.1600 
Average value 0.01448 0.89749 

0.1400 
- 0.1200 
' 0.1000 

4.2. Application of TODIFFA method for evaluation of alternatives Š 0.0800 
0.0600 

Upon calculating the criteria weights, we ranked the Deep Learning g'g;gg 

Tools. Analyzing the decision matrix, we can see the existence of both oioooo 

target values, maximum and minimum, respectively. Accordingly, the 1 2 389 4 5 6 7 8 9 10 11 12 

precondition of binomial decision-making space is met, and there is no criterion 

need to transform any criterion into its reciprocal value. Therefore, the 

new TODIFFA method can be applied to the Deep Learning Tools —— Ordinal priority method | ——— RANCOM method 

ranking. Fig. 6. Subjective weights of criteria obtained by Ordinal priority method and 

Step 1: RANCOM method. 

Table 16 

Standardized expert assessments. 

Crit. cı [07] c3 c4 c5 c6 [74 c8 c C10 [2 [1 

SEA 0.410 0.390 0.640 0.432 0.593 0.485 0.400 0.485 1.000 0.500 0.842 0.410 

Table 17 

Subjective weight coefficients of criteria. 

Crit. cı cC2 c3 c4 c5 ce c7 c8 c cC1O cl CcI2 

Weight 0.13903 0.17658 0.02780 0.10287 0.04031 0.08571 0.15757 0.07042 0.00741 0.05513 0.01622 0.12095 

Table 18 

Criteria weights obtained by two compared subjective weighting methods. 

Method cı c2 c3 c4 c5 ce c c8 cC9 cCIO cIl CcI2 

Ordinal priority 0.13903 0.17658 0.02780 0.10287 0.04031 0.08571 0.15757 0.07042. 0.00741 0.05513 0.01622 0.12095 

RANCOM 0.13194 0.15972 0.03472 0.10417 0.04861 0.09028 0.14583 0.07639 0.00694 0.06250 0.02083 0.11806 
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Table 19 

Aggregated weight coefficients of criteria. 

Crit. cı c2 c3 c4 c5 ce c7 c8 c cC1O cl CcI2 

Weight 0.11017 0.15776 0.05845 0.09402. 0.07389 0.08740 0.08903 0.07758 0.01735 0.06584 0.06976 0.09875 
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Fig. 7. Aggregated values of weight coefficients. 

Table 20 

Weighted normalized data. 

A-C cCIı c2 c3 c c5 ce < c8 c CIO cIl cC12 

target max max max max max max min max min max max max 

Al 0.00615 0.00804. 0.00339 0.00471 0.00379 0.00480 0.00473 0.00394 0.00088 0.00325 0.00370 0.00532. 

A2 0.00515 0.00804. 0.00312. 0.00442. 0.00379 0.00467 0.00473 0.00394 0.00088 0.00306 0.00348 0.00532. 

A3 0.00582. 0.00908 0.00277. 0.00499 0.00427. 0.00414 0.00460 0.00445 0.00088 0.00345 0.00393. 0.00458 

A4 0.00582. 0.00908 0.00312. 0.00499 0.00427. 0.00467 0.00460 0.00445 0.00093 0.00345 0.00393. 0.00517 

A5 0.00532. 0.00778 0.00286 0.00457. 0.00366 0.00427 0.00486. 0.00382 0.00090 0.00345 0.00348 0.00517 

A6 0.00515 0.00908 0.00268 0.00442. 0.00427. 0.00400 0.00473 0.00445 0.00096 0.00325 0.00393. 0.00458 

A7 0.00665. 0.00830 0.00312. 0.00556 0.00391 0.00467 0.00486. 0.00420 0.00093 0.00394 0.00393. 0.00517 

A8 0.00515 0.00778 0.00286 0.00442. 0.00366 0.00427 0.00473 0.00382 0.00090 0.00306 0.00336 0.00517 

A9 0.00582. 0.00804. 0.00312. 0.00485 0.00379 0.00467 0.00486. 0.00394 0.00093 0.00345 0.00370 0.00517 

A10 0.00582. 0.00804. 0.00268 0.00499 0.00379 0.00400 0.00460 0.00394 0.00096 0.00345 0.00370 0.00458 

All 0.00532. 0.00701 0.00268 0.00457. 0.00330 0.00400 0.00486. 0.00343 0.00096 0.00345 0.00314. 0.00443 

A12 0.00582. 0.00701 0.00312. 0.00499 0.00330 0.00467 0.00460 0.00382 0.00093 0.00345 0.00336 0.00517 

A13 0.00582. 0.00804. 0.00357. 0.00499 0.00379 0.00534 0.00460 0.00394 0.00090 0.00355 0.00348 0.00591 

A14 0.00582. 0.00675 0.00286 0.00499 0.00318 0.00427 0.00460 0.00331 0.00090 0.00355 0.00292. 0.00517 

A15 0.00582. 0.00908 0.00357. 0.00499 0.00427. 0.00534 0.00460 0.00445 0.00090 0.00345 0.00393. 0.00591 

A16 0.00582. 0.00908 0.00277. 0.00499 0.00427. 0.00414 0.00460 0.00445 0.00093 0.00355 0.00393. 0.00458 

A17 0.00665. 0.00908 0.00357. 0.00571 0.00427. 0.00534 0.00460 0.00445 0.00090 0.00394 0.00404. 0.00591 

A18 0.00631 0.01038 0.00339 0.00571 0.00464 0.00534 0.00460 0.00471 0.00090 0.00355 0.00449 0.00591 

A19 0.00598 0.00804. 0.00321 0.00514. 0.00366 0.00480 0.00473 0.00407 0.00085 0.00355 0.00336 0.00547. 

Table 21 

Optimal alternative values. 

A-C cCIı c2 c3 c c5 ce < c8 c CIO cIl cC12 

target max max max max max max min max min max max max 

Opt. 0.00665. 0.01038 0.00357. 0.00571 0.00464 0.00534 0.00460 0.00471 0.00085 0.00394 0.00449 0.00591 

Opt. – optimal. 
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Optimal alternatives for the other criteria can be calculated 

similarly. 

Step 3: 

In our numerical example (case study), twelve criteria exist, of which 

two cost and ten benefit criteria exist. Criteria C7 and C9 are the cost 

criteria, while the rest are the benefit criteria. Partition of the given set 

of twelve criteria into two subsets is done according to the desired tar- 

gets of criteria. Partition of the optimal and alternative A1, applying 

equations (18) and (20), are presented in the following way: 

Journal of King Saud University - Computer and Information Sciences 36 (2024) 102079 

= max(0.00615, 0.00515, 0.00582, 0.00582, ···, 0.00665, 0.00631, 0.00598) — 0.00665 

5. Sensitivity analysis and comparisons of the results 

The following section presents the sensitivity analysis of the 

TODIFFA model and the validation of the results through comparison 

with other MCDM techniques. As part of the sensitivity analysis, the 

influence of objective and subjective values of the weighting coefficients 

on the model results was considered. The results were validated by 

comparing the initial results of the TODIFFA model (Fig.. 8 and Table 24) 

with the selected multi-criteria techniques. 

F = |0.00460, 0.00085| U |[0.00665, 0.01038, 0.00357, 0.00571, 0.00464, 0.00534, 0.00471, 0.00394, 0.00449, 0.00591| 

F= {0.00473,0.00088] U [0.00615, 0.00804, 0.00339, 0.00471, 0.00379, 0.00480, 0.00394, 0.00325, 0.00370, 0.00532| 

Step 4: 

Summing up the cost elements generates the magnitude of the cost 

component of an alternative, while summing up the benefit elements 

generates the magnitude of the benefit component of an alternative. For 

example, the cost and benefit component magnitudes of the optimal 

alternative and alternative A1 equal: 

M? = 0.00460 + 0.00085 = 0.00545 

5.1. Analysis of the sensitivity of the model to the change of parameter a 

This study used two approaches to define the weighted coefficients of 

the criteria. The first approach is presented through the objective defi- 

nition of weight coefficients using the MAXC method. In the second 

approach, the weighting coefficients were defined by applying the OPA 

linear model in which the subjective preferences of experts were used. 

szt = 0.00665 + 0.01038 + 0.00357 + ·:· + 0.00394 + 0.00449 + 0.00591 = 0.05533 

MŽ = 0.00473 + 0.00088 = 0.00561 

M,l7 = 0.00615 + 0.00804 + 0.00339 + ·:·· + 0.00325 + 0.00370 + 0.00532 = 0.04710 

The other values can be calculated similarly. Values of the compo- 

nent magnitudes are calculated by expressions (21)-(24). The magni- 

tudes of extracted cost and benefit components of all alternatives are 

presented in Table 22. Positions of alternatives are also presented in 

Table 22. 

Applying equation (50), we calculate the total differential when 

alternative Al for position Pi(0.00561,0.04710) and position 

Pop:(0.00545, 0.05533 ) as follows: 

0.00561 

v/0.00561? + 0.047102 

0.04710 + __ 
V/0.00561? + 0.04710?ž 

The total differentials of all alternatives are shown in Table 23. 

For easier viewing of the results from Table 23, the total differentials 

of alternatives are presented graphically in Fig. 8. 

Step 5: 

The ascending order of the obtained total differential values of al- 

ternatives produces the final rank of alternatives, as presented in 

Table 24. 

We can select A18 and A17 as the best alternatives based on the 

defined rank. 

(0.00561 — 0.00545) dn = 

(0.05533 – 0.04710) = 0.00815 

18 

Since applying the MAXC and OPA models defined two vectors of weight 

coefficients of the criteria, the aggregation function (11) was used to 

calculate the aggregated weight vector. In expression (11), the param- 

eter o is used, which varies in the interval [0,1]. In the initial results, the 

value a = 0.5 was adopted, which simulated the equal influence of both 

vectors of weighting coefficients. 

Numerous studies have shown that the variation of the « parameter, 

i.e., the variation of the influence of objective and subjective weighting 

coefficients, can influence the change in the initial results (Lee and Kang, 

2019; Torkayesh et al., 2021; Wen et al., 2021). For example, Lee and 

Kang (Lee and Kang, 2019) used a variation of the parameter a in a study 

in which the evaluation of airline service quality was presented. To 

define the initial results, Lee and Kang (Lee and Kang, 2019) adopted the 

value a = 0.5, while within the sensitivity analysis, they presented an 

analysis of the influence of other values of a on the change of the initial 

results. Torkayesh et al. (Torkayesh et al., 2021) presented the appli- 

cation of objective and subjective weight coefficients of criteria for 

comparative assessment of social sustainability performance. Within the 

sensitivity analysis, they showed that the variation of the parameter a 

can lead to a change in the initial results, which can indicate the ne- 

cessity of additional analysis of the proposed solution. Wen et al. (2021) 

used an objective-subjective approach to define the weighting co- 

efficients of the criteria within the framework of risk assessment. The
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Table 22 

The magnitudes of cost and benefit components and alternative positions. 

Alternative Cost componentM-P'Mi,i = 1,2,...,19 Benefit componentMPPMi i = 1,2,...,19 Position of alternativeP,„(M-, MPP)P,(Mi,Mi),i = 1,2,...,19 

Optimal 0.00545 0.05533 (0.00545, 0.055533) 
Al 0.00561 0.04710 (0.00561, 0.04710) 
A2 0.00561 0.04499 (0.00561, 0.04499) 
A3 0.00547 0.04748 (0.00547, 0.04748) 
A4 0.00553 0.04896 (0.00553, 0.04896) 
A5 0.00576 0.04437 (0.00576, 0.04437) 
A6 0.00569 0.04582 (0.00569, 0.04582) 
A7 0.00579 0.04945 (0.00579, 0.04945) 
A8 0.00563 0.04356 (0.00563, 0.04356) 
A9 0.00579 0.04656 (0.00579, 0.04656) 
A10 0.00555 0.04500 (0.00555, 0.04500) 
Al1 0.00582 0.04133 (0.00582, 0.04133) 
A12 0.00553 0.04471 (0.00553, 0.04471) 
A13 0.00550 0.04843 (0.00550, 0.04843) 
A14 0.00550 0.04280 (0.00550, 0.04280) 
A15 0.00550 0.05081 (0.00550, 0.05081) 
A16 0.00553 0.04758 (0.00553, 0.04758) 
A17 0.00550 0.05296 (0.00550, 0.05296) 
A18 0.00550 0.05442 (0.00550, 0.05442) 
A19 0.00558 0.04729 (0.00558, 0.04729) 

the change in the weight coefficients of the criteria. However, most of 

šgblte (z? differentials of alternati the considered alternatives kept their ranks despite the changes in the 
e tota! diftferentials of alternatives. | 3 s. :. MI :, :, 

significance of the criteria. The statistical analysis determined that the 

Alternative The total differential Value changes from Fig. 10 do not affect the change of the final decision 

Al dn 0.00815 related to the choice of the optimal alternative in the considered prob- 

A2 dza 0.01024 lem. Fig. 11 shows the statistical dependence of changes during the 34 

A3 dss 0.00780 scenarios considered. 
A4 dza 0.00632 . ; ii 
85 da 0.01082 The Spearman correlation coefficient was used to show the statistical 

A6 d6 0.00940 correlation. The results from Fig. 1 1 show minimal deviations during the 

A7 dz 0.00579 scenarios ranging between 0.996 and 1.00. Such results show that the 

A8 dza 0.01165 dominant alternatives, which include the first three ranked, have suffi- 

ŽŽO ŽŽQ g'g?ŽŽŽ cient dominance concerning the other alternatives. Also, we can 

All dz:? 0:01381 conclude that the initial results are credible and stable. In addition, 

A12 ds 0.01053 based on the presented analysis, we can conclude that the TODIFFA 

A13 dna 0.00685 model has adequate sensitivity to changes in subjectively defined input 
A14 dma 0.01242 parameters. 
A15 dms 0.00448 
A16 dme 0.00769 
A17 dzv 0.00235 5.2. Comparison with other MCDM techniques 
A18 da 0.00090 
A19 do 0.00796 

research showed that the variation of the parameter a can lead to a 

variation of the defined risk level within the FMEA model. A similar 

connection between the initial results and the a parameter was pointed 

out by Zhao et al. (2023) and Chang (2024). 

Variating parameter in the interval 0 < a < 1 changes the influence 

of objective and subjective weighting coefficients in the final decision. 

The initial results were obtained for the value a = 0.5, which simulated 

an equal influence of objective and subjective factors on the final deci- 

sion. However, changing the value of a in the interval 0 < a < 0.5 in- 

creases the influence of subjective values (mj), while for values 

0.5 < a < 1, the influence of objective values (5_,·) increases, Fig. 9. 

For the values a = 0, we get that wj=m;, that is, the final values of the 

weighting coefficients are equal to the subjective values. Also, for the 

value a = 1, we obtain thatw; = 6j, that is, we obtain the objective weight 

coefficients obtained by the MAXC method. Fig. 9 shows the variations 

of the weighting coefficients depending on the change in the parameter 

a. Thirty-four scenarios were generated, so in the first scenario, the 

value a = 0.00 was adopted, while in each subsequent one, the value a 

was increased by 0.03. Newly generated vectors of weighting co- 

efficients from Fig. O were used to calculate new values of total differ- 

entials of alternatives, Fig. 10. 

The results from Fig. 10 show that the TODIFFA model is sensitive to 

19 

The following part compares the TODIFFA model with other multi- 

criteria techniques from the literature. Multi-criteria techniques using 

different normalization procedures were chosen for comparison: Multi- 

Attributive Border Approximation Area Comparison (MABAC) method 

(Pamučar and Čirović, 2015) – applies max-min normalization; Tech- 

nique for Order of Preference by Similarity to Ideal Solution (TOPSIS) 

method (Hwang and Yoon, 1981) — applies vector normalization; 

Weighted Aggregated Sum Product ASessment (WASPAS) method 

(Zavadskas et al., 2012) – applies additive normalization; COmpressed 

PRoportional ASsessment – (COPRAS) (Zavadskas et al., 2004) – applies 

max linear normalization. Fig. 12 presents the results of the comparison 

of the mentioned MCDM techniques. 

To define the statistical dependence of the results from Fig. 12, 

Spearman's correlation coefficient (SCC) was applied: 

M/M MI M2 M3 M4 M5 

MI 1.000 0.979 0.958 1.000 1.000 

SCC — M2 0.979 1.000 0.904 0.979 0.979 

M3 0958 0.904 1.000 0.958 0.958 

M4 1.000 0.979 0.958 1.000 1.000 

M5 1.000 0.979 0.958 1.000 1.000 

where M1 – TODIFFA, M2 – TOPSIS, M3 – MABAC, M4 – WASPAS and 

M5 – COPRAS. 

From the statistical analysis, obtained values of SCC between each 

MCDM method belong to a very high level of relationship. TODIFFA
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The superiority of the proposed TODIFFA method and its perfor- 

One ofthe important factors for performance evaluation of an MCDM 

Z. Gligorić et al. 
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Fig. 8. Plot of the total differentials of alternatives. 

transparency is good, the complexity of the method is less, consumption 

šab:(e z;:) Learning Tools (Ah i time is low, and mathematical calculus required is low. The TODIFFA 

ank of Deep Learning Tools (Alternatives). method for alternative ranking is a reliable tool that is easy to under- 

Codes Deep Learning Tool Rank stand and implement for solving any muhlti-criteria decision-making 

Al Google Cloud Deep Learning Containers 10 problem. 

A2 Microsoft Cognitive Toolkit 14 

ŽŽ ]]Že"m" AutoML Ž mance evaluation compared to other MCDM techniques is explained in 
net 

A5 NVIDIA Deep Learning 16 Table 25. 
A6 Swift AI 12 
A7 Theano 4 model is the possibility of including or excluding the number of alter- 

A8 Chainer 17 natives in the decision-making process. The capability for making the 
ŽŽO ŠŽ;LŽ" ŽŠ consistent rank of alternatives under conditions of variation in the 

All DeepPy 19 number of alternatives actually represents the adequacy to changes of 

A12 Bitnami Pytorch 15 alternatives or in other words rank reversal problem of the MCDM 

A13 Neon 6 methodology. TOPSIS and COPRAS methods are very sensitive to vari- 

Ži; ?e"'sph ŠB ations in the number of alternatives. MABAC and WASPAS methods are 
oorcl NB ; 

A16 AWS Deep Learning AMIs 7 moderately sepsmve to a rank reversal wl?l}e the propoged TODIFFA 

A17 CNTK 2 methodology is the most stable under conditions of changing the num- 

A18 TensorFlow 1 ber of alternatives. 
A19 Keras 9 

method is extremely correlated with WASPAS (1.000) and COPRAS 

(1.000). Slightly less, but still very high correlation TODIFFA achieves 

with two others compared MCDM methods, TOPSIS (0.979) and MABAC 

(0.958). It is a clear indicator that this developed methodology stays side 

by side with other compared methods and presents a powerful tool for 

solving various MCDM problems. Also, average SCC value of TODIFFA 

method (0.984) is equivalent to the average SCC values of WASPAS 

(0.984) and COPRAS (0.984) methods, while TOPSIS (0.960) and 

MABAC (0.945) methods have a slightly lower average SCC value. 

Accordingly, TODIFFA method is absolutely acceptable and applicable 

mechanism to solve such complex MCDM problems. 

The SCC shows that the results of all models are highly correlated. 

Based on the results, we can conclude that the WASPAS, COPRAS and 

proposed TODIFFA methods are fully correlated, while other models 

have minimal deviations. Also, the results show that the analysed MCMD 

techniques are mutually correlated more than 95 %, which indicates the 

validity of the results of the TODIFFA model. 

The performances of the TODIFFA method are listed as follows: data 

type is quantitative, the average correlation coefficient is 0.984, 

20 

Similarly to the previous factor, there is an attribute that deals with 

the possibility of changing the values of some criteria during the 

decision-making process. MCDM models should be resistant to this de- 

viation producing consistent results of alternatives ranking. TOPSIS and 

COPRAS methods are sensitive to varying the values of criteria while 

MABAC and WASPAS methods are little less sensitive to changing the 

values of criteria. TODIFFA method shows stable and credible results of 

the alternative ranking under conditions of changing the values of 

criteria. 

Complexity and computation time are closely related factors that 

describe performance evaluation of the MCDM models. If the MCDM 

model is complex, it means that this model is easy to understand and 

requires more computation time and vice versa. Developed TODIFFA 

method, MABAC and TOPSIS methods are simple and easy to use. 

Accordingly, these models do not require more and complex mathe- 

matical computation. On the other side, WASPAS and COPRAS methods 

have a slightly higher complexity and computation time. However, these 

shortcomings of the mentioned methods can be effectively eliminated by 

creating software which would significantly speed up the input data 

processing.
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Fig. 9. Dependence of the final weight coefficients of the criteria on a. 
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Fig. 10. New values of total differentials of alternatives. 

6. Results and discussions 

Deep learning is still maturing, and development is essential to the 

highly disruptive digital transformation that has emerged in the Industry 

4.0 process. In many industries, including the automotive industry, the 

idea of developing more innovative business models, products, and ap- 

plications to survive in an increasingly competitive environment is 

becoming increasingly widespread. In the digital transformation, prac- 

titioners. consider  DL architectures: and applications. a unique 

21 

opportunity to design more intelligent systems. Accordingly, numerous 

global technology companies focus on DL applications and make sig- 

nificant investments. In contrast, the satisfactory and successful per- 

formance of any DL platform in every industry may not be possible due 

to the industries' specific circumstances, expectations and different 

business models. 

The disruptive digital technologies that emerged in the industry 4.0 

process are changing the automotive industry and the usual business 

models. In the context of Industry 4.0, new job opportunities are
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Fig. 12. Comparison results of different MCDM techniques. 

emerging, so companies need to adapt to the new conditions (Ilopis- 

Albert et al., 2021). From this point of view, deep learning applications 

can enable the processing of information and data, which is large-scale, 

diverse, fast, and constantly increasing in the automotive industry. They 

can resolve issues arising from existing business models exceptionally 

quickly. Deep learning methods may improve manufacturing processes 

apart from maintenance and repair applications in the automotive 

industry. 

Deep learning models can formulate sophisticated service plans by 

leveraging historical service data. Furthermore, customized applications 

tailored to each tool can be developed using deep learning models. Deep 

learning applications can help to deliver more efficient and expert ser- 

vices by integrating variables such as weather patterns, road conditions, 

driver behaviour (e.g., excessive braking), and traffic congestion into the 

analytical processes. They can also anticipate future needs, such as 

identifying: components requiring  replacement in advance, 

22 

necessary time for completion. 

Deep learning platforms can enhance the organization of operations 

such as service, maintenance, and repair, leading to greater effective- 

ness, efficiency, and performance. Furthermore, they facilitate the 

restructuring and effective management of automotive supply chains. 

Specifically, they enable the development of high-quality solutions, such 

as directing recalled vehicles to the appropriate warehouses and sales 

points. 

The deep learning technologies in areas such as quality, maintenance 

and repair has extremely important positive effects and advantages. 

Considering that the cost of stopping an automobile production line for 

just one hour is S1.3 million (Sharma et al., 2021), the potential of deep 

learning models to mitigate such risks is very promising. At the same 

time, automotive companies may suffer severe financial and reputa- 

tional losses in cases such as unexpected situations, vehicle recalls, 

production defects that cannot be tolerated by clients. 

Deep learning technology is widely used in many online and mobile 

services, such as Siri and Google Assistant, voice recognition and dia- 

logue systems like Amazon's Alexa and Microsoft Cortana, and image 

classification systems in Google Photo and Facebook (Luckow et al., 

2016). Deep learning has many potential applications in the automotive 

industry in autonomous driving and robotics, computer vision, im- 

provements in manufacturing processes (e.g., monitoring quality is- 

sues), and connected vehicles, infotainment services (e.g., voice 

recognition systems). 

The infrastructure and tooling landscape for training and deploying 

deep neural networks are evolving rapidly. While deep learning appli- 

cations share similarities with traditional big data systems, Deep Neural 

Networks (DNNs) pose unique challenges in terms of training and 

Table 25 

Performance evaluation of the proposed TODIFFA method and comparison with 

MCMD methodologies. 

MCDM Adequacyto | Adequacyto · Complexity | Mathematical 
methodology - changesof changes of calculation 

alternatives criteria. required 

MABAC Moderate Moderate Low Low 
TOPSIS Low Low Low Low 
WASPAS Moderate Moderate Moderate Moderate 
COPRAS Low Low Moderate Moderate 
TODIFFA High High Low Low 

(proposed) 



Z. Gligorić et al. 

scalability due to the scale of the data and models involved (Singh and 

Arat, 2019). Unlike simpler models, deep learning necessitates video, 

image, or text data for training, as well as millions of parameters and 

extensive datasets. Training such models demands scalable storage, 

distributed processing capabilities, compute resources, and accelerators. 

Furthermore, deploying these models presents challenges concerning 

their integration into mobile devices. Minimizing the number of pa- 

rameters and the volume of input data required for efficient operation is 

imperative. Modern convolutional neural networks, for example, often 

demand billions of operations for a single inference. Hence, optimizing 

the deployment process to ensure efficient operation on mobile devices 

is crucial. 

Notwithstanding these obstacles, Deep Learning techniques find 

application across a spectrum of scenarios within the automotive sector. 

Notably, advancements in computer vision within Deep Learning sys- 

tems have been remarkable in recent times. The proliferation of mobile 

devices and Internet of Things (IoT) sensors has resulted in a substantial 

surge in image and video data, often unstructured (EI et al., 2021). Deep 

learning methodologies can aid in the organization of this data and 

enhance data acquisition procedures. Furthermore, computer vision 

applications extend to social media analysis, where the abundance of 

image data shared by the public holds valuable insights. Deep learning 

plays a pivotal role in enhancing both the collection and analysis of such 

data, thereby contributing significantly to improved processes in this 

domain. 

Moreover, the realm of Computer Vision encompasses applications 

that extend to social media analysis. Publicly available tools offer a 

means to extract valuable insights from image data generated by con- 

sumers. Deep learning methodologies are pivotal in augmenting data 

collection and analysis in this context. Additionally, various facets of 

autonomous driving necessitate the utilization of machine learning 

technologies. These technologies are instrumental in processing vast 

volumes of sensor data, including camera-based sensors and Lidar, and 

learning driving scenarios and driver behaviours. Conversely, robotics 

relies heavily on intricate computer vision subsystems. Deep learning 

techniques identify features within camera images and other sensor data 

types. While object detection using Deep Neural Networks (DNN) is 

well-established, it can also be leveraged for more sophisticated tasks 

such as object tracking. Furthermore, deep learning facilitates the 

development of brilliant robots capable of autonomous learning 

throughout their operational lifespan. 

Hence, integrating  deep learning platforms into business models 

becomes imperative for processing vast and dynamic information within 

the automotive sector. Accommodating these systems within the oper- 

ational frameworks of automotive manufacturers poses several decision- 

making challenges that require resolution. Among these challenges, the 

foremost concern for industry practitioners is selecting a suitable deep- 

learning platform, given the inadequate support from the research 

community. Consequently, numerous scholars contend that despite their 

significance, deep learning technologies are still nascent in the auto- 

motive industry (Fenn, 2020; Wang et al., 2018; Nikitas et al., 2020; Qi 

et al., 2020; Chavan, 2024). 

In this context, evaluating the existing DL platforms is highly chal- 

lenging for decision-makers. In addition, selecting the most appropriate 

one and adapting it to the enterprises' business models is a very com- 

plex, time-consuming and risky decision-making problem. A wrong 

choice can lead to the failure of all operations of the enterprise, the 

investment made for the DL platform and the waste of resources, mon- 

etary losses, and a severe loss of reputation of the enterprise (Hatcher 

and Yu, 2018). Therefore, for DL architectures to be successfully inte- 

grated into the business models of enterprises, decision-makers must 

take measured steps and determine the appropriate DL platform for the 

needs of the enterprise as a priority. Choosing the appropriate platform 

is critical for successfully implementing DL applications in enterprises. 

In contrast, no literature supports the encouragement and motivation 

of decision-makers in the automotive industry to choose DL platforms to 
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integrate into their company's business models. The number of studies 

evaluating DL platforms is surprisingly scarce, and there is no mathe- 

matical model that decision-makers can use as a roadmap in the eval- 

uation process. In these studies, DL platform alternatives were compared 

within the framework of several criteria, such as speed, performance and 

GPU usage. Therefore, the analyses in these studies are insufficient to 

provide sufficient insight to decision-makers in the selection process. 

This study developed and proposed a new decision-making model to 

fill these research gaps. The proposed model provides decision-makers 

with a highly flexible decision-making environment. In addition, the 

implementation steps of the model and the algorithm are straightfor- 

ward and easily applicable without requiring advanced mathematical 

knowledge. In addition, whether the criteria are maximum or minimum 

does not affect the results to be obtained. In this respect, the proposed 

model is not dependent on the direction of the criteria. Besides, the 

calculation required to sort the alternatives is simple and easy to 

understand. 

TODIFFA-MCDM framework belongs to a group of MCDM methods 

characterized by simplicity and short time for the computational 

complexity process. High correlation with compared methods and great 

potential for involving the uncertain or fuzzy data makes this method 

very suitable for analysing decision-making problems in different areas. 

This method is quite stable in the case of solving large-scale problems 

with no limit on the number of alternatives or criteria. 

When the results obtained in the study were reviewed, the C2 Data 

Availability and Quality criterion was determined as the most influential 

criterion. The efficiencies and performance of DL platforms depend 

heavily on quality and accessible data. In practice, this is expressed in 

the words clean or dirty used for the data. Poor data quality can lead to 

severe deterioration and deviations in the results obtained using DL 

applications (McDonald, 2023). From this point of view, it is critical that 

a DL platform can process data of different quality, characteristics, and 

structure with satisfactory performance (Mahajan et al., 2022; Gudivada 

et al., 2017; Zizka et al., 2021). It is not always possible to find clean and 

high-quality data in industries. Surprisingly and interestingly, in studies 

trying to compare DL platforms, no emphasis has been placed on the 

relationship between data quality and accessibility and the performance 

of DL platforms. This study's finding may provide research motivation 

for DL platform manufacturing technology companies to develop solu- 

tions on how DL platforms can perform at a high level without clean, 

high quality and sufficient data. 

The second important criterion is the C7 Time constraints. This cri- 

terion can be related to the concepts of working time, calculation time 

and speed defined in the studies in the literature. It is an essential factor 

that DL platforms are not affected by time constraints and perform 

highly in all conditions. In this context, researchers continue to work on 

software and hardware developments that will reduce the time con- 

straints of DL architecture and applications. Accordingly, there are 

successful studies in the literature (Bejnordi et al., 2017; Rudy et al., 

2019; Altenmuller et al., 2020; Kim and Ha, 2023). The third influential 

criterion was determined as the C1 Problem type. DL platforms are 

configured to solve different learning problems. Others have a more 

flexible structure and may be able to solve different learning problems 

such as classification, regression, clustering, density estimation, visual- 

ization, and projection (Shi et al.. 2019; Azer, 2009; Georgevici and 

Terblanche, 2019). In this context, the ability of a DL platform to solve 

problems of different types and qualities is an essential factor in its se- 

lection. Finally, the C9 Cost of Installation was determined as the rela- 

tively least important criterion. The main reason for this is that almost 

every DL architecture is an open-source platform, and most of these 

platforms are either free or offered to end users at meagre fees. It is, 

therefore, perfectly reasonable for decision-makers not to consider costs 

as an essential criterion. The remaining criteria have been ranked as C12 

RAM size (memory) >C4 Explainability > C6 Capability to handle 

multiple inputs >C8 Domain knowledge > C1IO GPU size (mem- 

ory) > C5 Scalability > C3 Computational resources > C11 Storage size.
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The RAM size is often adjusted to be comparable to a standard 

accelerator for multimedia processing, such as video encoding (Sze 

et al., 2013). Consequently, determining the memory capacity to be 

allocated for a deep learning model is constrained by the same spatial 

limitations as each data stream requires (Sze et al., 2017). As a result, 

RAM size is not as important as the other criteria mentioned earlier. 

Explainability stands out as a paramount criterion for deep learning 

platforms in fields like medicine and health sciences. In medical di- 

agnostics, clarity, transparency, and comprehensibility of data derived 

from imaging technologies are imperative for accurate diagnoses (Singh 

et al., 2020). While explainability remains crucial for deep learning 

models directly processing images, as exemplified in the healthcare 

sector, the data generated from image processing in the automotive 

industry is comparatively less intricate and uncertain. Although 

explainability is deemed significant for the automotive sector, it holds 

less weight than the preceding criteria in the hierarchy of importance. 

The capability to handle multiple inputs signifies the proficiency of 

deep learning platforms in handling various types and characteristics of 

data derived from various sources. However, having this capability is 

nearly a prerequisite for end-users and practitioners across almost all 

deep-learning platforms. For instance, consider a deep learning platform 

equipped with capabilities for processing text, audio, etc. In such cases, 

the absence of image processing functionality would be uncommon. 

While this criterion remains fundamental, its significance is lower than 

the preceding criteria in the hierarchy of importance. 

Like the Explainability criterion, the domain knowledge criterion 

holds significant importance for deep learning platforms utilized in 

health sciences. It necessitates predefined domain-specific knowledge to 

effectively process acquired data, particularly within image recognition 

applications, to yield meaningful outcomes. Deep learning: models 

ensure dependable results through alignment with domain-specific in- 

formation. Consequently, fault tolerance in healthcare industry appli- 

cations employing deep learning models approaches zero. Conversely, 

while restructuring business models in the automotive industry to align 

with planned service application development and optimize supply 

chains and production processes according to deep learning models has 

an acceptable level of tolerance compared to the healthcare sector, the 

requisite domain knowledge can also be cultivated subsequently based 

on the data acquired. 

The GPU size (memory) and Storage size criteria can be assessed with 

a similar perspective to the RAM size criteria. The requirements and 

capacities of industries and enterprises determine these characteristics 

of deep-learning platforms. Businesses can increase their capacity for 

these criteria if data processing at a higher level and speed is required. 

Therefore, it is impossible to say that higher capacity is better for both 

criteria. 

Scalability is a criterion that allows deep learning platforms to pro- 

cess and train more data per unit of time. This criterion is also relatively 

important. It is determined by the needs of an industry that develops 

deep learning applications. For this criterion, it can be said that higher 

capability does not mean better results. Computational resources 

represent a significant facet of deep learning, offering potential en- 

hancements to established business models and operations within the 

automotive sector. This capability is crucial in emergencies, hazardous 

tasks, and scenarios necessitating rapid decision-making (Sharifi et al., 

2021). From this perspective, the proficiency of deep learning models is 

paramount, especially for rescue robots deployed during accidents 

during the transportation or manufacturing of hazardous materials. 

Conversely, the need for urgent decision-making in routine automotive 

operations is uncommon, except in autonomous vehicle technology. 

Ultimately, the suggested installation expenses proposed by deep 

learning platforms are notably modest and reasonable in influencing 

decision-making. A preliminary investigation reveals that these plat- 

forms are available to consumers at a range of costs, from #10,500 to 

%85,000, contingent upon the attributes and scale of the data requiring 

processing (HackerNoon, 2024). 
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When the ranking performances of DL platform alternatives acquired 

by implementing the suggested model are evaluated, A18 TensorFlow, 

A17 CNTK, and A15 Torch are the DL platforms in the top three. The 

results are similar to the general results of studies comparing DL plat- 

forms in the literature. TensorFlow was identified as the best option in 

three of the ten studies comparing DL platforms in the literature. Al- 

Bdour et al. (2020) In an experimental study to compare Caffe, Neon, 

TensorFlow, Theano, and Torch DL platforms, TensorFlow found that 

TensorFlow is significantly faster in terms of processing time compared 

to other alternatives. Especially in autonomous vehicles (Self-Driving 

Car) developed in the automotive industry, quickly analyze the images 

collected from the external environment and convert them into behav- 

iour. TensorFlow seems to be an option with unique advantages and 

advantages depending on its processing speed. Bahrampour et al. (2016) 

have argued that TensorFlow is a highly flexible platform compared to 

other DL alternatives. In their experimental study, Pham (2021) found 

that TensorFlow's error rate is meagre compared to other DL platform 

alternatives, while its accuracy is relatively high. Ultimately, Tensor- 

Flow has the most extensive and vigorous developer community 

compared to any other DL platform (Rao, 2023). Accordingly, this DL 

platform is exceptionally advantageous in terms of being able to debug 

and develop in a short time. Despite these advantages, TensorFlow also 

has some disadvantages. First, it requires more memory usage than 

many competing DL platforms, and excessive use of GP and memory 

results in higher energy consumption (Mohajer et al., 2022). On the 

contrary, optimizing UL/DL Reserved NOMA heterogeneous networks 

can lead to a substantial reduction in energy consumption (Dong et al., 

2025). Furthermore, the service computing optimization model, intro- 

duced by Mohajer et al. (2023), seeks to enhance energy efficiency while 

ensuring the necessary scope and capacity of edge computing networks. 

Second, its performance on a single GPU is not competitive compared to 

other DL frames (Hatcher and Yu, 2018). Therefore, when TensorFlow is 

preferred, the number of GPUs should be increased to achieve the 

required efficiency and performance. In addition, although TensorFlow 

provides end users with an easy-to-use interface, it requires more pro- 

gramming knowledge than its competitors (Rao, 2023). 

In conclusion, to summarize the managerial implications of the 

study: (a) The most crucial relative capability of DL platforms is the 

ability to provide solutions with the highest possible performance even 

when data quality and availability are low. For example, even in situa- 

tions that affect image quality, such as rain and fog, it is essential for 

vehicle, road and driver safety that DL applications used in autonomous 

vehicles can process these images and convert them into autonomous 

behaviour. (b) In addition, DL platforms must be capable of calculating 

and analyzing data at the highest possible speed. In cases where data 

cannot be processed in real time, DL applications can cause serious 

problems instead of creating solutions. For example, regarding accident 

and collision avoidance, the DL platform needs to predict situations that 

create an accident risk before the accident occurs and develop behaviour 

accordingly. (c) There is a correlation between the performance of DL 

platforms and the number and usage of GPUs. Accordingly, even if a 

suitable platform is preferred, GPU usage may also need to be planned 

for the best performance of this platform. Accordingly, Luckow et al. 

(2016) recommend using multi-GPUs to achieve high performance in DL 

applications in the automotive industry. Finally, although they are seen 

as infancy, there is a significant motivation in the automotive industry 

for the impact and benefits of DL applications. This motivation has also 

begun to be reflected in the studies in the literature. In this context, these 

studies on the use of DL applications in the automotive industry, eval- 

uation of the latest trends in DL applications in the automotive industry 

(Luckow et al., 2016), inspection of printing defects on stamped metal 

surfaces (Block et al., 2021), automated quality inspection for completed 

vehicles (Rio-Torto et al., 2021), predictive testing strategy (Schoch 

et al., 2023), software-based testing strategies (Ruospo et al., 2021), 

driverless cars (Rao and Frtunikj, 2018), preventive maintenance stra- 

tegies (Theissler et al., 2021), quality control automation (E! et al.,
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2021). Based on the analyses of research comparing various deep 

learning platforms and assessments published on online platforms 

(Hatcher and Yu, 2018; Yin, 2024), the findings outlined in Table 26 

have been derived. 

As shown in Table 26, TensorFlow provide more advantages for all 

criteria except for cost of installation and GPU size. Its performance can 

be accepted as satisfactory for these criteria when it compared to the 

others. 

Finally, our sensitivity and comparative analyses to test the robust- 

ness and validity of the proposed decision-making model confirm its 

validity. Despite all the extreme changes and modifications, no signifi- 

cant changes were observed in the ranking results. Accordingly, it can be 

said that the proposed model is highly consistent, robust and successful 

in solving complex decision-making problems, depending on the results 

obtained. 

7. Conclusion 

In this study, we sought to provide practical insights into deep 

learning technologies, a hot topic in recent years and of interest to 

decision-makers in industries and research community members. We 

have extensively analysed and discussed the evaluation and selection of 

DL platforms, a topic that has been largely neglected in the literature. In 

addition, we have developed a convenient and robust decision-making 

model so that decision-makers can select the most appropriate DL 

platforms in an evaluation process. The results and outputs we have 

obtained by applying this model offer efficient implications and valuable 

theoretical contributions for almost every industry that wants to inte- 

grate DL applications into business models and design intelligent sys- 

tems, especially the automotive industry. These managerial implications 

can also be a helpful roadmap for technology companies and organiza- 

tions developing DL platforms to improve their products. 

Although it has essential contributions and inferences, this study has 

some limitations. First, this study was conducted for a large-scale 

automotive manufacturer in Turkey, and the members of the expert 

committee were selected from among the experts working in the in- 

stitutions and organizations in the country. Accordingly, the study has 

geographical limitations and may be biased on the conditions of the 

country where the study is carried out and the local requirements of the 

industry. Therefore, the proposed model can be repeated for industries 

in different countries, and the results can be compared. In addition, the 

members of the board of experts may be selected from among experts 

from different countries. Another limitation was the limited number of 

studies evaluating DL platforms using multi-criteria decision-making or 

decision-support systems. That eliminated the possibility of comparing 

our study with previous studies, making it difficult for us to determine 

the criteria used in the literature and take them into account. Accord- 

ingly, we negotiated with the decision-makers and tried to determine 

effective criteria within the framework of the opinions and thoughts of 

the experts. 

Furthermore, the model suggested in the current paper can be 

employed for various industries across different countries, including 

textiles, construction, and food sectors, apart from the automotive in- 

dustry. These investigations could incorporate diverse attributes and 

features specific to each country into the assessment processes. Addi- 

tionally, the criteria utilized in the evaluation procedures can be reas- 

sessed based on the distinct characteristics and needs of the industries 

and the particular circumstances of the countries involved. 

In this context, an experimental investigation was undertaken to 

assess the feasibility of the proposed model across various industries. To 

achieve this, four specific sectors were identified: Logistics, Healthcare, 

Food, and Energy. Accordingly, professional social networking plat- 

forms like Linkedin were utilized to locate experts with relevant expe- 

rience. Professionals who had prior involvement in these industries or 

had expertise in developing machine learning or deep learning models 

for them, assuming roles such as software developers, data managers, 
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and project managers, were contacted. Subsequently, five experts from 

each sector were selected to participate in this experimental study. 

Table 27 presents the particulars of these experts. 

The survey administered to the experts on the analyst board was 

similarly conducted with these experts. Researchers requested their 

assessment of the alternatives based on each criterion. Each expert 

evaluated the alternatives according to the criteria, considering the 

dynamics and needs of the industry in which they possessed prior 

experience and expertise. We applied the proposed model to each sector 

based on these assessments and recomputed the criteria' weight co- 

efficients and the alternatives' preference levels. Initially, the proposed 

model was applied repeatedly across five industries, encompassing the 

automotive sector, resulting in the ranking outcomes for these in- 

dustries, as displayed in Table 28. 

As depicted in Table 28, slight variations were observed in the 

rankings of the A4 Knet, A7 Theano, A9 Clarifai, and A12 Bitnami 

Pytorch platforms compared to the assessment conducted for the auto- 

motive industry. These alterations occurred during evaluations for the 

health and energy sectors, while no alterations were noted for the lo- 

gistics and food industries. Apart from these four alternatives, there 

were no alterations in the rankings of the other options. Moreover, the 

rankings of the alternatives occupying the top three positions remained 

unchanged, as did those in the bottom three spots. Table 29 illustrates 

the correlation among the obtained results. 

Asillustrated in Table 29, the findings for the automotive sector align 

closely with those for the logistics and food industries. Minor discrep- 

ancies exist between the outcomes for the health and energy sectors 

compared to the automotive industry, the primary focus of this study, 

which does not significantly alter the overall conclusion. Notably, only 

the rankings of criteria CO and C10 experienced alterations, while the 

remaining criteria maintained their positions with comparable impor- 

tance ratings. Thus, disregarding these minimal and inconsequential 

deviations, it is evident that the proposed model can be widely applied, 

particularly concerning the processes associated with selecting the DL 

platform for various industries beyond automotive. 

In future studies, researchers may address the problem using recent, 

providing reasonable conclusions and popular decision-making ap- 

proaches, such as ARTASI (Alternative ranking technique based on 

adaptive standardized intervals) (Pamucar et al., 2024), the ranks al- 

ternatives based on median similarity (RAMS) (Abdulaal and Bafail, 
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Table 28 

The ranking results of the alternatives for various industries. 

Codes - Alternatives Logistics . Health Food · Energy · Automobile 

Al Google Cloud 9 9 9 9 10 

Deep Learning 
Containers 

A2 Microsoft 13 13 13 13 14 

Cognitive 
Toolkit 

A3 Neuton AutoML | 8 8 8 8 8 

A4 Knet 5 4 5 5 5 

A5 NVIDIA Deep 16 15 16 15 16 

Learning 
A6 Swift AI 12 11 12 11 12 

A7 Theano 4 5 4 4 4 

A8 Chainer 17 17 17 17 17 

A9 Clarifai 11 12 11 12 11 

A10 Coffee 14 14 14 14 13 

All DeepPy 19 19 19 19 19 

A12 Bitnami 15 16 15 16 15 

Pytorch 
A13 Neon 6 6 6 6 6 

A14 Neuroph 18 18 18 18 18 

A15 Torch 3 3 3 3 3 

A16 AWS Deep 7 7 7 7 7 

Learning AMIs 
A17 CNTK 2 2 2 2 

A18 TensorFlow 1 1 1 1 1 

A19 Keras 10 10 10 10 9 

Table 29 

The ranking results of the alternatives for various industries. 

Logistics Health Food Energy Automobile 

Logistics 1.000 0.995 1.000 0.996 0.996 

Health 0.995 1.000 0.995 0.998 0.991 

Food 1.000 0.995 1.000 0.996 0.996 

Energy 0.996 0.998 0.996 1.000 0.993 

Automobile 1.000 0.991 0.996 0.993 1.000 

2022), ranking the alternatives based on the trace to median index 

(RATMI) (Abdulaal and Bafail, 2022), the multiple criteria ranking by 

alternative trace (MCRAT) (Urošević et al., 2021), Ranking of 

Table 27 

Details of the professionals in five industries. 

Es Expertise Title Industry Exp. Graduate Language 

Lai Applications development Senior engineer Logistics 12 Computer Eng. Python 
L Project development Senior consultant Logistics 7 Information Tech. Python, C++ 
Les Data scientist IT manager Logistics 6 Industrial Eng. Python 
La Safety management Transportation engineer Logistics 5 Industrial Eng. Python, C++ 
Ls Data Science Senior data scientist Logistics 8 Industrial Eng. Java, R 
Hri Medical informatics Team leader Health 11 Computer Eng. Python, Java, R 
Hrgo AI Researcher Researcher Health 9 Electronic Eng. Python, Java, Julia 
Hrgsa Data science Health Consultant Health 7 Software Eng. Python, R 
Hra Data science Team Leader Health 12 Electronic Eng. C++, Java 
Has Software development Software Engineer Health Computer Eng. Python 
Fa Research Agronomy researcher Food 12 Food Eng. Python 
Fg Deep Learning Data Scientist Food 7 Mechanical Eng. Python 
Fra Automation Data Scientist Agri-food Computer Tech. Python 
Fra Data safety Marketing Analyst Food 13 Mechanical Eng. Python 
Fps Genetic Genetic scientist Agri-food Biotechnology Python, Java 
Egi Power systems Software analysist Energy 9 Electric Eng. Python, Java, R 
Egz Energy systems Manager Energy 14 Electric Eng. Python, Java 
Eps Energy management Automation engineer Energy 4 Mechatronic Eng. Java 
Ega Power systems Engineer Energy 5 Power Systems Java, R 
Eps Computer Vision Specialist Energy 8 Mechanical Eng. Python 
AA Data Analysis Assoc. Professor Automotive 19 MIS Python, Java 
AA> Data Analysis Assist. Professor Automotive 15 MIS Python 

AA3 Data Analysis Assist. Professor Automotive 14 Computer Eng. Java, Julia 
AA4 Data Analysis Data analyst Automotive 24 Electronic Eng. Python 
AAs Data Management TT Manager Automotive 18 Computer Eng. Python, Java 
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Alternatives through Functional mapping of criterion sub-intervals into 

a Single Interval (RAFSI) (Ali et al.. 2024), Weighted integrated Sum- 

Product (WISP) (Stanujkic et al., 2023). Afterwards, they can compare 

the results obtained with the results of this study. In addition, the model 

proposed in this study can be extended with the help of different fuzzy 

sets and used to solve the decision-making problem in question. In 

addition, alternatives and evaluation criteria may be updated and added 

to future studies considering current developments. In addition, the 

researchers may prefer to extend the suggested model by employing 

various fuzzy sets such as Intuitionistic FSs (Tripathi et al., 2023), 

Neutrosophic FSs (Neutrosophy, 1998), Hesitant FSs (Zhou et al., 2022), 

q-Rung Orthopair FSs (Yager, 2017) and Spherical FSs (Biswas et al., 

2023). 
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Appendix 

Table A1 

Expert matrix. 

Code DLT DM cI c2 c3 c4 c5 c6 kA c8 c CIO cIl C12 

Al TI DMI P H VH P H P P H H H P VH 

DM2 P H VH H H VH H H VH H H VH 

DM3 MH MH H MH MH H VH MH MH H MH H 

DM4 VH MH P MH MH MH H MH MH MH MH MH 

DM5 M M MH M M MH M M MH MH M H 

A2 T2 DMI H H VH H H VH P H H H H VH 

DM2 H H VH H H VH H H VH H H VH 

DM3 MH MH H MH MH H VH MH MH MH MH H 

DM4 MH MH MH MH MH MH H MH MH MH MH MH 

DM5 M M MH M M MH M M MH M M H 

A3 T3 DMI VH VH H VH VH H VH VH VH VH VH H 

DM2 VH VH H VH VH H VH VH H VH VH H 

DM3 H H MH H H MH H H H H H MH 

DM4 MH MH MH MH MH MH MH MH MH MH MH MH 

DM5 MH MH M MH MH M MH MH M MH MH M 

A4 T4 DMI VH VH VH VH VH VH VH VH VH VH VH VH 

DM2 VH VH VH VH VH VH VH VH VH VH VH VH 

DM3 H H H H H H H H H H H H 

DM4 MH MH MH MH MH MH MH MH MH MH MH MH 

DM5 MH MH MH MH MH MH MH MH MH MH MH MH 

A5 T5 DMI H H H H H H P H VH VH H VH 

DM2 H H H H H H H H H VH H VH 

DM3 H MH H H MH H VH MH H H MH H 

DM4 MH M MH MH M MH H M MH MH MH MH 

DM5 M M M M M M MH M MH MH M MH 

A6 Te DMI H VH H H VH H P VH P H VH H 

DM2 H VH H H VH H H VH H H VH H 

DM3 MH H MH MH H MH VH H VH H H MH 

DM4 MH MH M MH MH M H MH H MH MH MH 

DM5 M MH M M MH M M MH M MH MH M 

A7 T7 DMI P H VH P H VH VH H VH P VH VH 

DM2 P H VH P H VH P H VH P VH VH 

DM3 VH H H VH H H H H H VH H H 

DM4 H MH MH H MH MH MH MH MH H MH MH 

DM5 H M MH MH M MH H MH MH H MH MH 

A8 T8 DMI H H H H H H P H VH H H VH 

DM2 H H H H H H H H H H H VH 

DM3 MH MH H MH MH H VH MH H MH MH H 

DM4 MH M MH MH M MH H M MH MH M MH 

DM5 M M M M M M M M MH M M MH 

A9 T9 DMI VH H VH VH H VH VH H VH VH H VH 

DM2 VH H VH VH H VH VH H VH VH H VH 

DM3 H MH H H MH H VH MH H H H H 

DM4 MH MH MH MH MH MH H MH MH MH MH MH 

DM5 MH M MH M M MH MH M MH MH MH MH 

A10 TIO DMI VH H H VH H H VH H P VH H H 

DM2 VH H H VH H H VH H H VH H H 
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Table A1 (continued ) 

Code DLT DM cı C2 c3 c4 c5 ce kerA c8 cC9 CcIO cIl C12 

DM3 H MH MH H MH MH H MH VH H H MH 

DM4 MH MH M MH MH M MH MH H MH MH MH 

DM5 MH M M MH M M MH M M MH MH M 

All TIl DM1 H MH H H MH H P MH P VH MH H 

DM2 H MH H H MH H H MH H VH MH H 

DM3 H MH MH H MH MH VH MH VH H MH MH 

DM4 MH M M MH M M H M H MH M M 

DM5 M ML M M ML M MH ML M MH M M 

A12 TI2 DM1 VH MH VH VH MH VH VH H VH VH H VH 

DM2 VH MH VH VH MH VH VH H VH VH H VH 

DM3 H MH H H MH H H MH H H MH H 

DM4 MH M MH MH M MH MH M MH MH M MH 

DM5 MH ML MH MH ML MH MH M MH MH M MH 

A13 T13 DM1 VH H P VH H P VH H H VH H P 

DM2 VH H P VH H P VH H P VH H P 

DM3 H MH VH H MH VH H MH MH H MH VH 

DM4 MH MH H MH MH H MH MH M MH MH H 

DM5 MH M H MH M H MH M H H M H 

A14 T14 DM1 VH MH H VH MH H VH MH VH VH MH VH 

DM2 VH MH H VH MH H VH MH H VH MH VH 

DM3 H M H H M H H M H H M H 

DM4 MH M MH MH M MH MH M MH MH M MH 

DM5 MH ML M MH ML M MH ML MH H ML MH 

A15 TI5 DM1 VH VH P VH VH P VH VH H VH VH P 

DM2 VH VH P VH VH P VH VH P VH VH P 

DM3 H H VH H H VH H H MH H H VH 

DM4 MH MH H MH MH H MH MH M MH MH H 

DM5 MH MH H MH MH H MH MH H MH MH H 

A16 TI6 DM1 VH VH H VH VH H VH VH VH VH VH H 

DM2 VH VH H VH VH H VH VH H VH VH H 

DM3 H H MH H H MH H H VH H H MH 

DM4 MH MH MH MH MH MH MH MH H MH MH MH 

DM5 MH MH M MH MH M MH MH M H MH M 

A17 TI7 DM1 P VH P P VH P H VH H P VH P 

DM2 P VH P P VH P P VH P P VH P 

DM3 VH H VH VH H VH MH H MH VH H VH 

DM4 H MH H H MH H MH MH M H MH H 

DM5 H MH H H MH H H MH H H H H 

A18 T18 DM1 P P P P H P H P H P P P 

DM2 H P H P P P P MH P M P P 

DM3 VH VH VH VH VH VH MH VH MH VH VH VH 

DM4 H H H H H H MH H M H H H 

DM5 H H H H H H H H H H H H 

A19 T19 DM1 VH H VH VH H VH VH H H VH H VH 

DM2 P VH P P H P P P H P MH P 

DM3 H MH H H MH H H MH MH H MH H 

DM4 MH M MH MH M MH MH M MH MH MH MH 

DM5 MH M MH MH M MH MH M MH MH M H 

T1 – Google Cloud Deep Learning Containers; T2 – Microsoft Cognitive Toolkit; T3 – Neuton AutoML; T4 – Knet; T5 – NVIDIA Deep Learning; T6 – Swift AI; T7 – 

Theano; T8 – Chainer; T9 – Clarifai; T10 – Coffee; T11 – DeepPy; T12 – Bitnami Pytorch; T13 – Neon; T14 – Neuroph; T15 – Torch; T16 – AWS Deep Learning AMIs; T17 

- CNTK; T18 – TensorFlow; T19 – Keras 

Table A2 

Estimation of criteria by experts. 

Codes DMI DM2 DM3 DM4 DM5 

cI H VH VH P H 

cC2 P H VH VH P 

c3 ML M M MH M 

c4 H H VH P MH 

c5 MH MH ML M MH 

co H H VH MH M 

c P P VH H H 

c8 VH H H MH M 

c L ML ML VL L 

CIO M MH MH H VH 

cIl ML L L L MH 

CI2 H H VH P VH 
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